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ABSTRACT However, the issues related to performance, robustness and
. . . . ecurity are different due to the long delay over the inter-
In this paper we investigate a hybrid network topology that e - .
pap 9 y Pology satellite links, the limited power of the space nodes, treeish

is suitable for supporting interplanetary communicatiok¢e hardware required to support functionality in space, ang ve
define an architecture comprised of a network of sensor nodgI erent conditions on the lunar surface Thereforé sohst

on a remote planetary surface, connected to a hybrid tetisdst L :
b y St ybn hat are geared towards terrestrial wireless networks migh
network of wired and wireless LANs through a series of sate]- . ; .
e suitable for the interplanetary network we consider. We

lite relays. All the nodes in the network are IP-addressainld : . o .
support public and symmetric key cryptography. The rasulti discuss the important performance and security issuehior t
rnetwork, and the solutions to some important problems.

network forms a hierarchical hybrid mesh that connects sise The rest of this paper is organized as follows. In section
on Earth to networks on or around a remote planetary surfaC(?IJ we describe in Fc)ie?ail the r?etwork topology We assume

We describe the design of the network and present prelimin o . .
simulation results illustrating the network performanasr faWe highlight the |mportant_proble_ms for eff|C|_ent pe_rforman
in the proposed network in section Ill. A discussion of the

various parameters. We also discuss how algorithms for us|esrsues for secure communication is in section IV. Section V
authentication, message integrity and data confidengialén '

be incorporated in the network infrastructure for securelen d_escnbes. a simulation setup for the proposed network and
to-end communication. gives preliminary performance results on the network lagen

connectivity (for a specific time window), end-to-end delay
|. INTRODUCTION throughput and satellite link utilization for differentaffic
The new phase of space exploration involves a growingatterns. We conclude the paper in section VI with a disoussi
number of human and robotic missions with varying commusf our current and future research.
nication and service requirements. These will include icent
uous, maximum coverage of areas of concentrated activities
such as in the vicinity of in-space planetary outposts,tirpi
missions (single spacecraft or constellations) aroundetrh, We make certain assumptions about the mission character-
Moon or Mars. These IP-addressable nodes would be coistics since the mission requirements are not yet available
nected back to Earth through a broadband backbone and rel&fg follow a modular “bottom-up” approach, specifying the
infrastructure, which would serve the dual role of proviglin network starting with the topology on the lunar surface, and
virtual presence to space, mission telemetry and contrdl athen extending it to Earth. The network on the Earth is
coordination between missions and also broadband cafyabilimore easily defined - either existing scientific networkshwit
to download collected data back to Earth. extensions to the open Internet, or an overall open architec
Several network topologies that involve a space component
are possible. Most of the topologies are for scientific jpim- A Planetary Surface Network
etary communication, with satellites acting as relays tonewt One of the fundamental components of a lunar network will
remote networks on distant planets to networks on Earthe a sensor network to collect data about various conditions
The resulting networks form hierarchical hybrid meshes anan the lunar surface. We assume that sensors will be placed in
present interesting challenges to overcome the constadint clusters based on their geographical location and radigeran
long propagation delay, ensure robustness against flimbgat proximity to one another. Each group of sensor nodes might
in satellite channel conditions due to atmospheric chareges have a base station (BS) that aggregates the data collected
to ensure secure communication between users. by the sensor nodes in its range. There might be multiple base
In this paper we consider a lunar exploration scenario, arsdations that can communicate wirelessly with one anotie.
design the topology to connect a network on the Moon tbase stations can also communicate with a mission satellite
networks on Earth. The overall network shares many similarorbiting the moon. The satellite relays the data collectethf
ties with terrestrial wireless and sensor network archites. the base stations to satellites circling the Earth. We assum

Il. A COMMUNICATION ARCHITECTURE FOR
SUPPORTING SPACE EXPLORATION



Earth Satellile_-‘_ ﬁ*'
= Farth

re-configurable by downloading new software from the base
stations. The important parameters in the function of asens
Lunar node are: lifetime (i.e., energy), maximizing data colfuct

Satellite _*
E b

and maximizing the data transfer.

2) Base StationThe base stations have two primary func-
EnaE st > N tions - (a) to collect data observed by the sensor nodes,
: : = ' aggregate the data collected and transmit the data to the
orbiting satellite and (b) act as a sensor and collect data
itself, which it sends to the orbiting satellite. We assuimat t
the base stations have higher processing power, more storag
and higher energy compared to the sensor nodes. Each base
station is IP-addressable and supports ad hoc routingqolsto
A base station can communicate wirelessly with other base
stations either directly or through paths established bhax
routing protocols. The wireless channel foation <« station
is different from the channel fobasestation «— sensor
communication and is of a higher bandwidth.

The base stations can be either fixed or mobile. The fixed

base stations are mostly similar to fixed satellite gateways
that all network components on the remote planetary surfagge mopile base stations are robotic vehicles with movement

are robotic, i.e,, the nodes and base stations are capaBl§terns determined by mission control on Earth. A basistat
of functioning without direct human involvement. The basignay service multiple clusters. Some of the sensor clustars h
functionalities of the nodes are pre-programmed in so#walyeicated base stations. Other clusters are servicedijdly
and/or hardware embedded in the nodes before they a6 nohile base stations. Each base station is capable adront
launched from Earth. However, provisions are made to mOd'f&’aching, and can store data locally, to be transmitted aea la

the functionality if necessary at a later time. The netw@k ijime to the sensor nodes or to the satellite, either based on
managed from a dedicated control center on Earth that cah Sfiers or on remote commands from the control center on

remote commands via satellite uplink. The remote commangs;iih The base stations support both public key cryptdgcap
may include instructions to the mobile base stations to MOVgherations and symmetric cryptographic operations.
to specific locations, or send new functionality requireteen 3y | ynar Satellite: There could be one or more satellites
to be downloaded to the base stations and/or the sensor.noqgSy|liptic orbit around the moon. For our current design, we
A schematic of the lunar network is given in fig. 1. assume there is one satellite that collects data from the bas
1) Sensor NodeThe sensor nodes “sense” various physstations, and relays the collected data to the satellitesnar
ical phenomena on the lunar surface and collect data @rth. The coverage of the lunar satellite is concentrated o
the observed phenomena periodically. The collected daa ajarticular area of the lunar surface, where the surfacear&tw
transmitted wirelessly to the base station at periodiavate. s |ocated. The satellite also relays command and contttal da

We assume that the sensor nodes are small in dimensi@fm Earth to the base stations, and subsequently dowrdoade
lightweight, and limited in quantity - ranging in numbertg the sensor nodes as needed.

between a few tens to a few hundreds. Each sensor node ha$he lunar satellite supports mu]tip|e Spot_beams, and has a

limited processing power and storage, to perform basidisgns switch for onboard processing of the data. The satellitebean
applications and store several megabytes of data. Theyeagrg |p addressable. It is capable of supporting security foneti
each sensor node is renewable, based on solar sources. Anjiles for both public key and symmetric cryptography.sit i

address is associated with each node, and each also sugportgiso capable of content caching, and can store data locally.
hoc routing protocols. A sensor node in a cluster can commu-

nicate with other sensor nodes in the subnetwork eithecttijre B- Lunar Satellite to Earth Satellite Connectivity

or through ad hoc communication paths. We assume that theThe lunar satellite is connected to one or more geosta-
sensor nodes can support security functions. However, @uetionary (GEO) relay satellites orbiting around the EartheT

the limitations on computation power and storage, pubdig-k connection uses directional antennas on the satellitesisand
cryptography is not suitable since it makes heavy demandbaracterized by high bandwidth and high delay. A schematic
on computation, energy and space to store keys, for resouisegiven in fig. 2. The GEO satellites operate in Ka-band
constrained devices. Therefore we assume that the senf@r-40GHz). Each GEO satellite covers a large geographical
nodes support public-key cryptography on a limited scalgrea on Earth. Each has an onboard switch and is capable of
primarily for bootstrapping security functions. Otherejigor onboard processing. Each supports multiple spot-beams and
all security applications, the sensor nodes support synunetcan switch data between the different spot-beams (for eleamp
cryptographic algorithms for encryption, authenticatiand [1]). Each GEO satellite also has an associated IP address
data integrity, which are much less computation and energgnd can support both public and private key cryptography. We
intensive. The security algorithms are encoded in softwassume that the relay would be the next generation Tracking
and hardware in the sensor nodes, and such functionality ded Data Relay Satellite (TDRS) system [2].

Figure 1. Proposed sensor network on remote planetarycgurfa



Lunar Data Collecting

Satellite I1l. NETWORK CONSTRAINTS ON PERFORMANCE IN
f THE HYBRID SPACE NETWORK
”

The space communication network proposed in section Il
o ol suffers from several important limitations due to its ur@qu
. characteristics. The primary problem is the large propagat
: delay due to the long physical distances in the network.
One-way propagation delay from the terrestrial gateway to a
GEO satellite is approximately 125 milliseconds. This geta
large compared to the delay in ground networks, but an even
higher delay is the propagation delay between the tera¢stri
satellites and the lunar satellite. From our simulatiordigts,
Figure 2. Interplanetary connectivity with GEO satellite the delay is calculated to be approximately 1.4 seconds in
one direction. This large delay severely limits the perfance
efficiency of standard communication protocols. For exampl
TCP is very delay-sensitive, and it performs very poorly in
this environment. Several modifications have been proposed
to allow efficient TCP performance in space networks, which
are described in [3]. One standard solution employed by the
industry today for terrestrial GEO networks is to perform
TCP splitting i.e., break the end-to-end TCP connection into
multiple connections on each leg of the communication path,

Network w .f with proxy servers at the gateways and user nodes doing
e iiena | 1N€ TCP translation [4]. A consequence of the delay is that

APIST: Access PointSateile Terminal Heturarc applications that require immediate reception and actien a
HOC: Network Opes atons Cerder Yead Exieeral not possible in this network. Any command message from the

Earth should always factor in the finite delay, and the sutgglor
Figure 3. Interplanetary mission terrestrial network wBEO satellite applications can beear-real-timeat best.

Another issue is that the GEO satellite channel in Earth’s
atmosphere is susceptible to burst errors due to atmospheri
conditions, in addition to random bit errors. GEO satedlite
operating in Ka-band are severely affected by fading due to
rain [5]. Efficient feedback and retransmission mechaniaras

A schematic of the terrestrial network is given in fig. 3.required to allow data and command messages recover from
The satellite gateway on Earth is connected to the netwolgch errors.
operations center (NOC) and the associated private netfork The sensor nodes on the lunar surface have finite energy,
the mission operators. The private network is connecteldo teyen if the energy is renewable. The ad hoc routing path
open Internet through high-speed terrestrial links, witheble  petween a sensor node and its base station might not be
protection by network firewalls. External wired or wirelessayailable if an intermediate sensor node’s energy is deglet
LANs can receive authorized mission data by connecting Vig|so, the path might go through a sensor node with a critical
the Internet. We assume that the wireless LANs have one fRInction (for examp|e, it being the On|y sensor in a location
more access points connected to the Internet. Some Wire'%‘?@serving a particular phenomenon). The lifetime of acalti
LANs (for example, in remote locations) might not havenpde should be maximized, hence it should be avoided as a
Internet ConneCtiVity. The access pOintS in these wirdlédgs routing node if possib'e_ Therefore ad hoc routing protsm'
have satellite connectivity and can therefore connecttlréo  the sensor network should have multiple routes, and théngut
the satellite. The user nodes in the wireless LANs are t}lplca parameters should include the “importance” of a sensor node
mobile devices. All the access points and mobile nodes hayg the network and the amount of energy available to each
IP addresses and support ad hoc routing protocols. The usghsor node [6].
nodes connect to the local access point either directly @r Vi The mobile base station might not reach certain clusters due
ad hoc routing paths through other mobile nodes in the LANg various circumstances, and therefore data from the nodes

The access points are capable of public key and symmetiit these clusters cannot be collected in time. Therefore the
key security operations and have no constraints on computensor nodes should have sufficient storage to cache pséyviou
tion, storage or energy. The user nodes might have limitezbllected data for certain time periods beyond the normal
computation power, storage capacity and energy (for ex@mptollection time, if necessary. Also, contingency meastoces
PDAs). We assume these nodes are also capable of bethllect data from the sensor nodes should be there, if the
public key and symmetric key operations, though to preservaobile base station fails.
energy and for efficient computation, symmetric cryptopiap  Due to the movement of the lunar satellite in orbit, it would
operations are preferred. be out of contact with the surface network for brief periods

C. Terrestrial Network



of time. Likewise, the connectivity between the lunar daéel « Entity authentication and message integrity for the sensor

and the GEO satellites can be interrupted. The network is nodes, the satellites and similar devices with resource

therefore intermittently connected. The lunar satellitel ¢he constraints should be secure but lightweight. The algo-

base stations should have the ability to do data caching. rithms should minimize the energy expenditure and the
The primary objective for the space mission is to ensure computation latency of the nodes.

that communication between the command center on Earthe In parallel, public key cryptography can be used for

and the planetary surface network is alwagilable and nodes with higher resources. Therefore the end-to-end
the planetary surface network performs its functions atiye authentication and message integrity protocols should
Therefore, the network should be designed with the follgwin allow different algorithms to co-exist and inter-operate
requirements in mind: in different segments of the network.

« the network should be robust, « Encryption for unicast communication should not disable

« additions/modifications to the functionalities of the net-  TCP (or any other higher layer protocol) optimizations.
work components on the remote planetary surface should Therefore the end-to-end encryption might need to be
be possible after deployment and broken up into multiple segments in the network so that

« the command and data traffic is secure. the proxy servers can read the header data as needed.

This requires trusted proxy servers and trusted security

V. SECURE COMMUNICATION IN THE SPACE NETWORK gateways to do encryption/decryption operations on the
Only the mission control center on Earth should be able to  traffic in transit.

send messages to the lunar network, and the collected datq The encryption protocols might be based on public-key

from the lunar network should be accessible only to mission  cryptography and/or symmetric cryptography in differ-

control (and possibly to other involved scientists in emétr ent segments of the network. The different algorithms

networks), and no other entity. Therefore suitable segurit  should co-exist and inter-operate as needed to provide
mechanisms should be in place to ensure that (a) the sedellit  the strongest security possible without penalizing perfor

and/or the lunar network do not accept spurious command and mance.

control messages from unauthorized entities on Earth,land ( , Algorithms for secure group communication should be

the data sent by the planetary network is accessible only to  implemented. These algorithms should allow data encryp-

authorized entities on Earth. This requires that the nodes i tion and also user authentication and message integrity
the network be able to authenticate the source of command in a group setting. Similar to secure unicast communica-

messages, and verify the integrity of the messages to ensure tjon, end-to-end security for group communication should

they are not modified in transit. The traffic should be ena@yipt allow different protocol optimizations to work correctly,
end-to-end so that unauthorized entities cannot read mgyth and public-key and symmetric cryptographic algorithms
meaningful from the satellite broadcast. Security is egual to inter-operate in different segments of the network.

important in the terrestrial section of the networks, where
it is much easier for unauthorized entities to eavesdrop on We have proposed an algorithm for authentication and mes-
the communication, or attempt to send spurious messagesS@ge integrity in resource-constrained devices that iallyle
modify the messages in transit. suited for the sensor network in our proposed topology [11].
The authentication, message integrity and encryption-alghlamedextended TESLA certificatethe algorithm is based
rithms implemented in the network should fine-tuned for th€n authentication using TESLA key hash chains [12] and its
peculiar characteristics of the network. Standard secprio- €xtension to a certificate infrastructure [13]. Our aldurit
tocols employed for end-to-end communication in terrastri Makes use of public-key cryptography on a limited scale
networks would fare poorly in the space setting. For exant® perform initial bootstrapping of the nodes. Authentioat
ple, IPSEC [7], is widely used for encryption, authenticati and message integrity at the nodes is done using symmetric
and message integrity for unicast communication in grourffyPtography-based certificates which are computation and
networks. But IPSEC encrypts the traffic at the IP layer endtnergy-friendly. The algorithm requires a certificate autly
to-end, and this would disable the functionality of the TCPVith higher capabilities reachable by all the users in the ne
performance enhancing proxy (PEP) servers [8]. It is based work. In the sensor network, the base stations are ideailigdsu
pub“c-key Cryptography, therefore the energy require(gﬁn_ for this function. The extended TESLA certificate algorithm
erating signatures for authentication and message ityegnd  also allows for authentication and message integrity irugro
the associated computation delay, is quite high for regsurccommunication, with very low overhead.
constrained devices like the satellites and sensor nodes. T To allow TCP and other higher level protocol proxies to
end-to-end encryption means that intermediate nodes tanffianction effectively with IPSEC encryption, a layered IRSE
check for spurious messages and discard them. Also, IPSECpwotocol has been proposed [14], [15]. These proposed proto
its CCSDS [9] variant SCPS-SP [10], does not allow the basmls split the IPSEC encryption into two levels. The header i
station to transmit simultaneously to multiple sensor soide encrypted at one level, with the keys shared with the proxy
a group setting. servers so that they can decrypt the header information for
Therefore, the following considerations are importantia t performance optimization. The data payload is encrypteld wi
implementation of security algorithms for the proposedcepa a separate key that is known only to the end users. We
network. suggest extending this layered approach for other higlyer la
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Min Acc.
Time

Max Acc.
Time
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protocols, for example, SSL [16], described in [8].

Enabling secure group communication requires that tt
keys for encryption/decryption be available to all the grou
members at the same time. The keys are also updated wt
members join or leave, or refreshed periodically. Seveegl k
management protocols for space networks have been propo
[17], [18]. These protocols are mainly suited for dynamic
environments where the user set is not constant. In the space
network proposed here, group communication for the sensor TABLE |
network does not have this characteristic - the sensor nodes END-TO-END ACCESS TIME FOR INTERPLANETARY NETWORK
remain constant for the lifetime of the network; the reason
they might leave is if their battery is depleted. However, on

24min 24min 24min 43min

5h12min 7h48min 12h13min 1day,6h24min

Mean Acc. 2h23m 3h28min 5h22min 13h21min

Time

Total Acc.
Time

13days,17Th28min | 14days,14h33min | 15days,10h3min | 16days16h40min

the terrestrial portion of the network, the GEO satellitaghh

broadcast the lunar data to multiple gateways on Earth,
be sent to different users. A hierarchical approach to ke
management is well-suited to this network. We have propost
a hierarchical key management framework for a terrestrii
satellite network in [19]. We divide the network into two
levels - the lower level comprised of the terrestrial LANs

bit (km)

5,000

7,000

10,000

20,000

Probability of
instant access

32.69 %

34.78%

36.71%

39.75%

Waiting time
o get to 80%

3h51min

5h29min

8h06min

18h58min

IMaximum time
to waitto geta

6h53min

9h30min

13h55min

1day,8h3min

coverage

where the users are located, and a higher level consisting
the satellite, the Network Operations Center (NOC), and the
satellite gateways (which we terRP9 in each LAN, which
together form aroverlayinterconnecting the terrestrial LANSs.
The RPs act as the “bridge” between the two levels.

Key management is done separately in the two levels. In

each LAN we introduce a local group controller (called thefhe visible side of the Moon and gives better coverage with

“subnetwork key controller” or SKC) to manage the keys for . . .
all groups active in the LAN. The SKC uses the Logical Keythe single lunar satellite. On the Earth segment, we conside
i the three most recent TDRS satellites (TDRS H, TDRS |,

Hierarchy (LKH [20], [21]) algorithm to manage keys in ItSTDRS J) and three NASA STDN ground facilities: Guam,

LAN, creating a logical key tree that we term tSN Tree Wallops and White Sands. Table | gives the end-to-end access

Each group active na LAN has its own SN Tree, duration for a 43-day time period. The access time is mostly
The overlay has its own key management, also based %n
n

: ominated by the inter-satellite links. Due to the localma
the LKH algorithm. At the overlay level, the key manageme : ) .
i i 4 of the moon network, there is no major gap in the lunar
for a particular group is controlled by the satellite gatgie . o
satellitgd—)lunar network communication. The effect of the
(called theroot RPfor that group) of the LAN that has group . N X .
. : L terrestrial groun¢-)GEO satellite links is also negligible.
sources active for the longest continuous period in the grou : o .
) The coverage time of the lunar network is illustrated in¢abl
The logical key tree for any group thus formed at the overla : o .
: . . Due to the location of the lunar network on the visibleesid
is termed theRP Tree Each group has its own RP Tree. . .
) ) ) . of the Moon, the lunar satellite has simultaneous accedseto t
Our algorithm therefore builds a hierarchy of logical key :
X . lunar network and the TDRS satellites.
trees that closely follow the hierarchy in the network taggyl. The mean path delav for the end-to-end communication is
We term the frameworKTiered Tree-based Key Management P Y unication 1

This framework is extensible to the space network in thi§LUStrated in table IIl. The delay between the lunar sételnd

TABLE Il
END-TO-END COVERAGE TIME FOR INTERPLANETARY NETWORK

. . e TDRS constellation is up to 80 times higher than the delay
paper. The hierarchical approach allows key managemeht wi to the M i M tellite link. and the del
various parameters and cryptographic algorithms in differ buf 0 eTD?qun nedwﬁ'(:gA (éqrnDs'\?fe I'?t'm » an tﬁ ea:jy
network segments, with the base stations, satellites ated ga feéf)vign d afrnh. delay d atC|_| |e|sd|s t(r)1n € order
ways acting as encryption translators in the periphery ef g ©-+o second. Ihis delay does not Include he processing
different segments. time of the data. We can say that the end-to-end delay is thus

dominated by the propagation delay of the Moon to TDRS
link.

We validated the results further by the network simulation

V. NETWORK SIMULATION DESCRIPTION AND
PRELIMINARY RESULTS

We have modeled the network proposed in section Il in
the Satellite Tool Kit (STK) 4.3.0 [22] and collected stétis

\ : . bit (km) 5,000 7,000 10,000 20,000
for network access time, coverage and delay by considerilf Delay (se
four different elliptical orbits for the lunar satelliteaBh orbit | femy " 1429 1438 1444 1472

has a perigee of 300km, while the apogee varies as 5000km,
7000km, 10,000km or 20,000km to highlight the extreme
cases. We selected the Sea of Tranquility, close to the lunar
equator, for locating the lunar network. The location is on

TABLE Il
END-TO-END PATH DELAY FOR INTER-PLANETARY NETWORK
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Figure 4. End-to-end voice application delay (seconds) Figure 5. Video application packet delay variation

W 200Mbps BW, low resolution videa

in Opnet Modeler 11.0 [23]. In our Opnet model, we have .-

considered the lunar satellite orbit set to a perigee of BQ0k 2000bps BW, voice

and an apogee of 5000km, and varied the bandwidth in the 33”5;;5:‘;\,:?5; vecokibor idso
inter-satellite links between 5Mbps, 50Mbps and 200Mbps. Stbps EW, high resalution video

. . . SoMbps By, high resolution video
The lunar network comprises a fixed gateway and a mobile a0

gateway, each tending to a cluster of wireless sensor nages o
IEEE802.11 channels. The terrestrial network is a colbectif
wired and wireless LANS, with the terrestrial gateways teda 70
in White Sands, Wallops and Guam.

From the Opnet simulations, the end-to-end delay, includ-
ing processing time, for voice applications is shown to be =0
slightly over 1.5 second (fig.*} The delay does not include
overhead due to addition of security protocols. Applicasio
implemented for the lunar network should take into accouat t 30
large delay involved, and this precludes the use of apjiicat
that require real-time transfer. Also, security protodbbst are
designed for the space network ideally should not add to the i
delay. Therefore, public-key technologies should be aaid
if possible, since they incur significant processing delfys | | | | | | |
resource-constrained nodes, like the sensor nodes wedeonsi W e e <o
for our lunar network. The variation in the packet delay ig du Figure 6. Satellite link utilization (percentage)
to the variation in connectivity as the lunar satellite fees
round the Moon, and the Moon moves around the Earth.

Th_e effect of orbital _mo;ion on the delay is more acu_t 0 around 30%, while the utilization is very low for voice
on high data-rate applications, as shown by fig. 5, whic

i h ket del istion for | uticD pplication. We use standard TCP and other protocols in our
lustrates the pac et elay vgrlatlon or low resolutidrd ( simulation, without optimizations for the space enviromme
frames/second) video application.

; L ) L . The results suggest the need to optimize the protocols faresp
The link utilization of a inter-satellite link for the diffent ;1.5 so that the satellite link utilization is high for varis

satellite link bandwidths for data transmission from theadu 4.1 rate applications.
network to the Earth, is illustrated in fig. 6. The utilizatits
related directly to the data rate of the application. Forhhig
data-rate video (15 frames/second), the utilization isuado
70%, for medium data-rate video (10 frames/second), it fal

]

=]

40

20—

The satellite link throughput for different applications i
shown in fig. 7. The link throughputs vary with the applicatio
|data-rate, but is not affected by the link bandwidth. Thioal
suggests the need to design efficient schemes to support dif-

Un all the subsequent results figures, the horizontal coatdi is the ferent application throughputs over the same link bandwidt
simulation time in minutes. rather than modifying the bandwidth for different data sate
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Figure 7. Satellite link throughput (packets/second)
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VI. CONCLUSION

In this paper we have designed a network architecture fo¥2
supporting a space exploration to the Moon. We have destribg 5
each segment of the network in detail, and highlighted the
important constraints on performance due to the uniqueachar
teristics of the network. We have also laid out a case forr:!iecu[14
communication in this architecture, and suggested aphesac
for security without sacrificing performance. Finally, wavie
validated our architecture through simulations and presid
results on various network parameters.

The design of the optimal network for supporting a lunafél
mission is an open question. We plan to design and analyglq]
various network topologies, and investigate their perfomoe
under different traffic conditions. We intend to test modifi-
cations to network and transport layer protocols for optima
performance in the space setting. We are also designifg]
security protocols for authentication, message integaity
encryption that are well-suited for the space environment a
we intend to validate these protocols through simulatiors a [19]
analysis. Even though much remains to be done, we believe
this paper will serve as a useful reference for future resear ,;
on this topic.
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