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Abstract—In this paper, we develop loss network models for the capacity available to a node for transmission. This reduced
hard scheduling mode (virtual circuit mode) of the reservaton-  available capacity is calculated using USAP reservatidesru
based USAP scheduling protocol as used in the Mobile Data and traffic among 2-hop neighboring nodes.

Link (MDL) of the Joint Tactical Radio System (JTRS). These Wi K th traff te f
models are used to find performance metric estimates for both € assume we know the exogenous traflc rate for any

multicast and unicast traffic. USAP (Unifying Slot Assignmait ~ Source transmitting to either a single destination or a $et o
Protocol) is a dynamic distributed resource allocation praocol destinations in a multicast group. Traffic is routed throwagh

for mobile multihop wireless networks where the channel is packbone network to the destination/s. The reduced loa los
partitioned in time and frequency. MDL creates a backbone noyork model coupled with the reduced wireless link cayaci

sub-network and routes all traffic through this sub-network. For - ) o - -
the backbone sub-network, we consider algorithms that form estimation model and the specified routing, give us a set of

Connected Dominating Sets. We use loss network models thathon-linear equations that are run iteratively to obtain dixe
couple the physical, MAC, and routing layers effects. The ééctof ~ point estimates of blocking probability and throughput.

the MAC layer is modeled by approximating available capaciy at The paper is organized as follows. Section Il introduces
a node. The available capacity to transmit is computed basedn MDL and USAP. Section IIl describes our modeling of MDL

the USAP reservation rules and the node’s 2-hop neighborhab . . .
traffic. For a given time varying scenario, we compute the and the fixed point models used for USAP Hard Scheduling.

performance metrics of blocking probability and throughput for ~ Finally, in section 1V we present the time varying scenario
both multicast and unicast traffic as a function of time. We used and the results of our fixed point model for USAP Hard

compare the results of our model against simulation. Scheduling including its comparison with simulation.

|I. INTRODUCTION II. MDL AND USAP

Mobile Data Link (MDL) [1] provides the channel access USAP is the distributed resource allocation protocol used
for the JTRS (Joint Tactical Radio System) Wideband Nein MDL ( [1], [8], [9]). MDL partitions the communication
working Waveform. MDL uses the Unifying Slot Assignmenthannel in time and frequency and constructs a periodic
Protocol (USAP) to schedule transmissions so as to achidv@me structure called Orthogonal Domain Multiple Access
contention free transmissions. USAP is a dynamic distetbut(ODMA). The MDL frame structure is shown in Fig. 1. The
reservation based MAC that operates in two modes: hasgnch, NiB and CNiB slots are used for management traffic
scheduling mode (virtual circuit connection-oriented mjpd while the RBS/FRS slots are used to send user traffic.
where nodes reserve a session’s link capacity end-to-endMDL uses a concept called Channelized Neighborhoods
over the entire path; and soft scheduling mode (datagrd@Ns) which segregates nodes onto different frequency-chan
scheduling) where nodes perform per-hop scheduling oElinkels for spatial frequency reuse within the network. Each
for single packets after the packet’s arrival at the node.  node is assigned to a default frequency channel called De-

In this paper, we develop models of USAP hard schedulifigult ODMA channel (DOC) and a node assigned to the
mode as used in MDL for both multicast and unicast traffi&"* channel is denoted as belonging ROCk Nodes in
We use these models to approximate the performance aoheighborhood that exchange a lot of traffic between one
a multihop wireless adhoc network. Our approach to peanother usually belong to the sard®Ck Nodes belonging
formance evaluation is based on fixed point methods atala particularDOCK use thisk!” frequency channel, in the
reduced load approximations for loss network models [2kd oportion of the frame called Rotating Broadcast Slots (RBSS)
network models [3] were originally used to compute blockintp send and receive traffic (multicast, broadcast and ur)ibgs
probabilities in circuit switched networks [4] and later nwe broadcastingthe traffic (all neighboring nodes have to listen
extended to model and design ATM networks [5]-[7]. Th&o a node’s transmission) amongst each other (Intra-DOCk
main challenge in developing loss network models for wiggle communication). Intra-DOCk communication, is routed via a
networks is coupling between wireless links due to sharirsgt of backbone or artery nodes. These nodes are selected by
of the wireless medium between a node and its neighboasheuristic algorithm [8] in MDL to form an interconnected
This results in a node’s average link capacity to be depdandéackbone within a CN. Ideally the artery nodes should form
on its neighborhood traffic. We model this effect via reducea minimal Connected Dominating Set (CDS) within a CN.

U.S. Government work not protected by U.S. copyright 1464



Traffic between twoDOCks (Inter-DOCk communication) but have higher priority and override any RBSs assigneddo th
is managed by setting up unicast links between nodes in theme slot. Since the RBS shift 1 slot every frame, the effect
different DOCks using the receiver’s frequency channel (oof the FRS on RBS traffic is somewhat mitigated.
receiver's DOCK) in the section of the frame called Fixed A node listens/transmits on the common channel during
Reservation Slots (FRSs). FRS and RBS share the sa$ynch slots and NiB slots; and then switches tdd@Ck for
portion of the frame with FRS given priority over RBS.the CNiB section of the frame and for broadcast traffic in the
So traffic that needs to be routed between two neighboriRBSs, and switches to the receiveP©OCK for transmitting
channelized neighborhoods (see Figure&C2y1, operating on inter-DOCk unicast communication using FRSs.
frequencyF'1, andC N2, operating on frequency'2, is first
broadcast via backbone nodes to reach an edge or border node e sesnatons o e
of CN1 using the RBS on frequendyl. Then the traffic is p '
unicast from the edge node in CN1 to an edge node in CN2
uses FRSs oi"2. Finally the traffic is broadcast via backbone
nodes inC N2 using the RBS on frequendy2 to reach the
intended destination/s iGN 2.

@ = backbone node
@ = edge node

CN1: on freq F1 CN2: on freq F2

Synch e e ROSIFRS Fig. 2. Multicast Tree Routing between CNs in MDL

o LT[ [Tk

o
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RBS slots for a particulaDOCk are assigned with a 3-
hop constraint if possible. The 3-hop reuse rule is inclusted
that a node can borrow its neighbor’s assigned slots that the
neighbor is currently not using without violating 2-hop seu
If no slots are available based on the 3-hop constraint rules
then the 2-hop reuse is used. We do not model borrowing of
Fig. 1. MDL TDMA Frame Structure neighbor’s slots and hence use the 2-hop reuse constraints.
The 2-hop reuse constraint specifies those slots that céenot

The various slots in the periodic frame (figure 1) includeused by node to broadcast (on the RBSs) to its neighbors
1) Synch slots: are on a network-wide common channdln frequencyk (DOCK) and is the following: Node cannot
These slots are used to convey information needed to allé@serve slots that already have scheduled incoming ana-outg
partitioned networks to merge. ing transmissions to and from itself aadl its neighbors. The
2) Neighborhood Bootstrap (NiB) slots: are pre-assigned fRS unicast Inter-DOCK reservation is based on the follgwin
nodes on a network-wide common channel. These slots #pee rules for 2 hop reuse that specify those slots thatatann
used to send slot assignment information (USAP record§ used by node to transmit to nodej on node;’s DOCk
necessary to reserve FRSs (for inter-DOCk communicatiofflannel:1) i cannot reserve those time slots which already
They also contain information to identify whidOCka node have scheduled incoming or outgoing transmissions to and
belongs to as well as a node’s CNiB slot. from i andj; 2) i cannot reserve slots containing incoming call
3) Channelized Neighborhood Bootstrap (CNiB) slots: occtif@ansmissions (ori's DOCK) to the neighbors aof 3) i cannot
on particular DOCK’s frequency. These slots are used to cdfserve those slots containing outgoing call transmissfimm
vey USAP slot assignment information for tHiOCKs RBSs the neighbors of (on j’'s DOCK). These broadcast and unicast
and USAP information for assigning the CNiBs themselvesteservation rules specify the capacity (i.e., slots) awéd at
4) Rotating Broadcast Slots (RBSs): are used to broadcasfode to broadcast (within a DOCK) or unicast (inter-DOCK)
packets to all neighbors on a particu®Ckand are assigned and form the basis of our capacity estimation model.
via the CNiB slots. All nodes belonging to a particu®Ck 1. MDL AND USAP HARD SCHEDULING MODELS
must listen to broadcast slots on tixDCk and are therefore Let there bel/ time slots andF frequency channels in the

prevented from doing anything else in that .timeslot. Ev,erﬁéBS/FRS portion of an MDL frame (figure 1). We consider
RBS repeats from frame to frame but a part|cu_lar_ RBS i ANET scenarios where the nodes are divided into a set of
slot shifts by_ one slot every frame period. This is done t&roups (e.g., platoons). All the nodes in a group move tageth
somewhat mitigate the effect OT FRS slots (that also repe(%’ form a connected sub-network) and exchange a lot of
every frame but do .not Sh'ﬁ) V.Vh'Ch may be on a sdn@Ck traffic amongst each other. The MANET scenario is specified
chapnel but have.h|gher priority. . S a sequence of time snapshots. At each time snapshot, node
5) Fixed Reservation Slots (FRSs): unicast packets to a SP€CYcations, src-dest traffic flows, and environmental coanit
neighbor (on th&OCkof the receiving node) and are assigne ath Ios,s between nodes) are’ specified.

via the NiB slots. FRSs are primarily reservations betwee

different DOCKs (inter-DOCK); thus the idea is that thesé®- Assign Frequencies to Groups (across all time snapshots)
inter-DOCK connections would not require updating much Since all the nodes in a group move together and exchange
faster than the NiB cycle. FRSs share the same slots as RB&of traffic amongst each other, all nodes in a specific group
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are assigned the same frequency id (an integer frtor¥'—1). nodes of CN1 or CN2 are directly connected to any node of
Based on the initial location of the groups (using a groupN2 or CNL1 respectively, we add the closest connected nodes
reference point location) and the total number of frequenof CN1 and CN2 as edge nodes.
channeld”, the groups are assigned frequencies from the pool _ ) i i
of available frequencies so that as far as possible neighg)orE' Construct Multicast Routing Tree and Unicast RoutinghPat
groups have different frequency channelst'l= 1, all groups ~ Once artery nodes in each CN are chosen and edges nodes
are assigned frequency id of If total number of groupss < chosen (if necessary) to connect neighboring CNs, traiimfr
F, then each group is assigned a different frequency id. Batsource is routed through these nodes, either to a set of
if G > F, then assign that group, which has lowest averageceivers (defining a multicast group) in the case of mutica
distance to its closest — 1 neighboring groups (using grouptraffic or to a single destination in the case of unicast taffi
reference points), the frequency id of 0 and assign its stos&or multicast traffic, we construct a Steiner tree from the
F — 1 neighboring groups frequency idsto F' — 1. And as source to the multicast group receivers using as Steinet$oi
long as some group is not assigned a frequency id, choose that, intermediate nodes) the set of artery nodes and edges
unassigned group that has lowest average distance to $isstlonodes selected. In the Steiner tree problem, given a graph
F —1 groups that have been assigned different frequencies ar@l, E'), and a sel? C V' of required nodes, we want to find
assign it the frequency id not assigned to thése 1 groups. a minimum cost tree connecting all nodes/in The set of
_ i nodesR includes the source and the multicast group receivers
B. Discover CNs (at each time snapshot) while the set V includesR, the artery nodes and the edge
A Channelized Neighborhood (CN) is a collection of nodesodes. We use the heuristic proposed in [11] (called the KMB
that share the same frequency and are connected. If the munttsiristic) to construct the Steiner tree. The KMB heuristic
of groups in the scenario is greater than the number of frieas a performance guarantee of at most twice the size of the
qguency channelg’, then as the scenario evolves neighboringptimum Steiner tree. For unicast traffic, we use the shrtes
groups change and hence two groups with the same frequepath between the source and the destination to route traffic
channel can become disconnected (i.e., there is no path frosing as intermediate nodes the chosen artery and edge. nodes
one group to the other that passes through other groups ) ) .
with the same frequency channel) or connected. Hence iths M0deling USAP Hard Scheduling Mode for Multicast and
necessary to find the CNs at each time instance of the scenagicast Traffic
At each time snapshot, groups assigned the same frequency/e divide the modeling of USAP Hard Scheduling mode
channel and which are connected to each other (either iJireatsed in MDL into two parts. First we use the USAP reservation
or through other groups assigned the same frequency channdles and average traffic amongst neighboring nodes onusrio
form a single CN. channels to estimate the distribution of the available ciypa
_ o ) ) at each node on specific channels to broadcast to other nodes
C. Find Artery Nodes within Channelized Neighborhood  yjithin a DOCK or unicast to a destination across DOCKs (on
Traffic within a Channelized Neighborhood (CN) is routethe receiver’s frequency channel). We then use the availabl
through a set of Artery Nodes (ANs). These artery nodes arapacity distribution per channel at each node to find the
chosen to form a Connected Dominating Set (CDS) so that apipcking probability for multicast or unicast traffic flows
CN node not in this set is a neighbor of a node in the CDS. Wising a modified form of the reduced load approximation for
use Algorithm | of Guha and Khuller [10] to form a CDS thamultiservice loss networks (section 5.6 of [12]). These two
approximates a Minimal Connected Dominating Set (MCDS3ets of equations are then iterated over to find a fixed point
An MCDS is a CDS that has a minimum number of nodesolution for the blocking probabilities of each traffic flow.
Algorithm | of Guha and Khuller yields a CDS of size at most For a source transmitting to a multicast group, the traffic
2(1+ H(A)) |OPT|, whereH is the harmonic function, and is routed over a multicast tree while for a source unicasting
OPT refers to an optimal solution, i.e., a MCDS. to a single destination, the traffic is routed over a singlé pa
] ) ) We can consider this single path for unicast traffic also as a
D. Find Edge Nodes of Channelized Neighborhoods tree with the root being the source and with only a single
If the artery nodes of neighboring connected CNs are nleiaf comprising the single destination. Hence let thereGbe
connected to each other, edge nodes need to be added tod#sdination groupd/s, ..., Mg (consisting of either a set of
CNs (as necessary) in order to route flows across the CNs. Weeiving nodes or a single destination). We assume thist cal
use a simple heuristic to add the required edge nodes. Gonsigriginate at source for group M, (routed via treel’(s, M,))
two neighboring channelized neighborhoods CN1 and CN# a Poisson process with ratg, »r,), with each call holding
that are connected. If any artery node of CN1 is connectéithe having finite mean /i1, 1s,), and with the call demand
to any artery node of CN2, we do not add edge nodes. If theingnr, as,) cells per frame.
artery nodes of the two CNs are not directly connected butl) Reduced Load Loss Network ModéWe briefly go
some artery node of CN1 (or CN2) is connected to some nahrough the key equations in the reduced load loss network
artery node of CN2 (or CN1), we add this non-artery node approximation for computing the blocking probability of an
CN2 (or CN1) as an edge node. Finally if none of the arteigcoming virtual circuit connection (unicast or multicast
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The children of node in tree T'(s, M,) can be on dif- 2) Available Capacity Estimation:We calculate a low
ferent CNs and hence nodeneeds to transmit on all the(C;:i“) and high C7'*) estimate of the number of slots
frequencies corresponding to the CNs that its childrenrzeloavailable to a node for either broadcasting to its neighboring
to. We calculate the blocking probabiliti; sy 17,y for @ nodes;j within a DOCk or for unicasting to a node on a
nodei broadcasting on channgl to its DOC f neighbors neighboring DOCK. We calculate these estimates based on
along treeT'(s, M,) and the average number of slatg;) the USAP reservation rules (section Il), the average number
reserved by nodéto broadcast on channglto its neighbors of slots reserved by neighboring nodgsof node ¢ for
using a modified form of the reduced load approximation faransmission«;,), and the average number of slots reserved
multiservice loss networks. When calculatidgy ) 75,2,y by neighborg of the neighborsj of nodei for transmission
andn; s, we average over the available capacity distributiofw; ;). We then assume a uniform distribution for the available
on that channef. capacity between these low and high estimates and use this

Calls belonging to tre€l'(s, M,) arrive at nodei for distribution in the reduced loss model.
transmission on channgl with offered load reduced due tolntra-DOCk Transmission:
blocking at other nodes in the tree and also on other channkets intra-DOCk communication on frequency chanela
at nodei and is given by node broadcasts its traffic on frequenkyin the RBS por-

Vront tion of the frame. All neighboring nodes must listen to this

i) T(s0My) = TT(s,My) H (1 — Bj(p),1r(s,m,)) (1) communication and hence are prevented from doing anything

BT(s,My) oy 2ih), else on this timeslot. A node cannot transmit on those time
JET (s, My), slots that it is already using to transmit on other frequesici
pelo.F=1] f. Denote this byR° and it is given by
where, B;,) 1(s,11,) 1S the probability of blocking a call at RO _ Z
nodej of tree T(s M,) on channelp. The overall blocking o
probability, for a call traversing tre® (s, M,), is given by

Mi(f) (6)
FE0,F—1]/k

As per the 2-hop RBS constraint (section II), nadsannot

Lygm,y =1— H (1 = Bi(y),r(s,m,)) (2) transmit on those time slots reserved by its neighljofer
i€T(s,My),f€[0,F—1] transmission and is required to listen to all these transions.
Let R.;, and R. . represent the low and high estimate for

Denote by Qr(s,n1,) [/ Ciy; pis).e»t' € Ti] the blocking the number of these time slots. Since a neighpaf i on
probability for calls on tred(s, M,) at nodei on channelf  the same DOCK is required to listen to nodetransmission,
with available capacity’;, which has a set of tre€§ going nodei cannot transmit on all those time slots tharansmits
through it. We have, in including ones in which it transmits on other frequencies
The high estimatdr . for nodei transmitting on frequency

, k is therefore the sum of the average time slots used by all
Qr(s.ny) [£,Cigi pipest € T =1 = Z qe., (€) s neighbors to transmit on channeland the sum of the
=0 3) time slots used by those neighbgrshat are part of the same

where thege, (c)'s, are the probabilities of having slots DOCK to transmit on other frequencies. Hence

Cif —NT(s,Mg)

occupied at node with available capacityC;, on channel _ ‘ v
f (i.e., knapsack occupancy probabilities). These knapsack Fmax EXN:(Z Mtk + eN(i)X'e:DOCk i) 0
occupancy probabilities can be calculated easily by a sacir I I f€[07,g‘_1]/]§

algorithm as per [12] (chapter 2).

If we assume that the available capacity at nbde channel
[ is betweenC™™ and Cmdx with some given probability
distribution, we lfﬂave

Nodei has to listen to transmissions from all its neighbors on
frequencyk (which therefore cannot overlap). Also for each
DOCKk neighbot of i that transmits on other frequencies, node
i cannot transmit on those time slots used g transmit on

max all frequencies and those time slots used by common neighbor
. of [ andi to transmit on frequenck (which cannot overlap).
Bi(p)res,m,) = Z (Pr(Ciy =m] HenceR,}nm is given by
m=Cmin
°f
= max , Imax +
QT(S,]LIQ) [fvm;pi(f),t’a t e Tz]) (4) mln {76;(1) Nj(k) llelj)vo(gk an(f) 76;(1)7 77](/@)
- JEN()
From the occupancy probabilities, we also compyte), the (8)
average number of slots reserved dfpr transmission ory Node i is also prevented from transmitting on those time
Cmax slots that correspond to its neighbgisn DOCKk receiving
i m transmlssmns from its neighbots We denote byRrZ. and
mi(f) = Z Pr(Ciy, =m] Zcqm(c) ®) RZ  the low and high estimate for the number of time slots
m=Cp =0 used by neighborg of i on DOCKk to receive transmissions

1467



from its neighbors (that are also strictly not neighbors ade 5000, ode movement: €0 nodes ffom 0 sec (0 575 sec
i). R2 . is just the sum of these transmissions. Therefore,

max

4000 -

R?nax = Z Z (k) (9) el 5150
(JEN(i),j€DOCK) (L;€N(3), ;€N (0)) s
1000

where we make sure that these neighbors of neighbors are
included only onceR2. is the low estimate of the number

min

of. 8

of slots used by neighborg of i on DOCk to receive T a8, 17 565 o

transmissions from its neighbors (that are also strictly no 2000 %t 223 S8 58

neighbors of node) and corresponds to finding the maximum ~s000¢

of the sum of average cells transmitted by these neighbors of =~ -a0)

neighbors ofi that cannot transmit simultaneously. Hence we 000 e

create a conflict graph whose vertices are these neighbors of

neighbors ofi (set containing nodes wherel € N(j) and

I ¢ N(i) with j € N(i) andj € DOCEk) and with edges  Fig. 3. Movement of 5 groups (with 12 nodes each) for 575 sgson
between those nodes that cannot transmit simultaneously. A

edge is drawn between two nodesandn if eitherm € N (n),

n € N(m), andn,m € DOCk or bothn andm are neighbors {raffic routes, environment conditions. All ground nodesl an
of some common neighbgrof i that is part of DOCk. From APS have identical omni-directional radios with receivens

this conflict graph, we find all the maximal cliques usingitivity of -95dBm, receiver threshold of 10dB, and transmi
Bierstone’s method [13]. We choo$... to be the maximum Power of 5W. The environment is modeled as a fading channel
of the sum of the average transmitted cells of each clique. With 1/R* power attenuatione is taken to be 4.5 between

Cmin and G2 are then given by ground nodes, 3.9 between ground and aerial nodes, and 3.0
1k 23 . . .pe .
) between the aerial nodes. The radio specification and path
C"™ = max{0,M — (R’ + R} .+ RZ..)} (10) lossa result in a maximum connectivity distance of 857m
C®™ = max {O,M — (R +RL, + anin)} (11) between ground nodes, 2423m between ground-aerial nodes,
) o and 25099m between aerial nodes.
Inter-DOCk Transmission: There are 6 multicast groups considered: 5 of them are intra-

We do not model the priority of FRS over RBS and assumgoup and each includes all the nodes of a group. The sixth
that when a node in a CN with frequengy unicasts to a mylticast group spans all the 5 scenario groups and incl2des
node in a neighboring CN with frequengy, the transmission nodes in each group. All IERS, i.e., traffic flows in the scemar
uses the same time slots as the RBS with same priority. §& assumed to be voice (using 1 cell per frame) with a holding
as to have no traffic loss, we also assume that all the sourGggse of 2 minutes. The traffic is chosen so that 70 percent of
neighboring nodes on the receiver's DOCk need to listen {gta| offered traffic are from multicast flows while the rest
this transmission. We use similar methods as in the Intrgre from unicast flows. There are 15 multicast IERs: 10 of
DOCk modeling to model this inter-DOCk unicast traffic.  them intra-group (with arrival rate of 1.5 calls/minute)da
inter-group (with arrival rate of 0.5 calls/minute). Thexee 5
S o ) unicast intra-group IERs with arrival rate of 1.5 calls/uonie.
A. Scenario with 60 nodes divided into 5 groups The USAP frame period is set to 125ms and the combined
The scenario considered is a time varying fast movingapacity of all the frequency channels is set to 1 Mbps. Only
network of 60 vehicles divided into 5 groups (platoons) dialf of the USAP frame period is used for the RBS/FRS slots.
12 vehicles each. Figure 3 shows the movement of the fitde RBS/FRS portion of the frame has a total of 50 cells.
groups over the entire scenario of 575 seconds. Initiallthal i
5 groups are connected. Groups 3 (nodes 25 to 36), 4 (nofegResults of USAP MDL Hard Scheduling Model
37 to 48), and 5 (nodes 49 to 60) start moving immediately Figure 4 shows the total network throughput using the
with groups 1 (nodes 1 to 12) and 2 (nodes 13 to 24) followingodels developed for the scenario described previouslyes t
groups 4 and 5 respectively after some initial amount of tintetal number of cells is held constant at 50 but the number
(120s). The groups have to go around two hills in their patle$ time slots M (and correspondingly’) is changed. We
and hence groups 3, 4, and 5 lose connectivity with each.oth@lsserve that since the traffic is mostly intra-group, thevoek
Three Aerial Platforms (APs) then need to be brought in sbroughput increases as the number of time sMtincreases.
that communication between the platoons is maintained at al To find out the effect of offered load on throughput, we
times. We use a Deterministic Annealing algorithm [14] tean the scenario at time snapshot 0 but with all offered loads
determine the AP locations for full network connectivity.  scaled by a common scale facthrFigure 5 shows the effect
The scenario is specified every 5 seconds. At every 5 secarfdffered load on total throughput (total carried load)ngsi
interval the following are input to the USAP Hard Schedulinthe developed models for various (M). We see that the total
model: ground node positions, traffic demands (offered)loadarried load in all cases saturates to some constant agadffer

IV. RESULTS
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(1]

Figure 6 compares individual connection throughput of thé?l
model against simulation (developed in C++) fér = 1,

50. We see that while most of the connections’j3

throughputs match, the model underestimates the throughpu
for long connections (numbers 3, 7, 11, 15, 19). Figure 7 show™

the results of the comparison fét = 2, M = 25. We note a

(5]

better match between simulation and the models. If we replac

the model's capacity estimation module with the capacit)fG]

distribution obtained from simulation, the resultant regd
load model matches simulation. Due to space constraints the
relevant graphs are not shown. This shows that we need d
improve our capacity estimation method.

8
V. CONCLUSION 8]

We have developed models based on reduced load lo&%
networks and reduced link capacity approximation for egtim
ing blocking probability and throughput for both unicastdan(10]
multicast traffic using the hard scheduling mode of res@mat 11]
based USAP in the MDL of JTRS. We compare results of tﬁe
model against simulation and find that more work needs to [e]

done on improving the available capacity approximation.

(23]
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