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Abstract: In this paper, we address the multicast rout-
ing problem for mobile ad hoc networks (MANETs). We
present the Source Grouped Flooding approach to achieve
multicast in MANETs. In this protocol, each source creates
a flooding group consisting of nodes connecting the source
to the multicast members. The nodes in the flooding group
are recruited based on hop count distance constraints ob-
tained during a request-reply phase. The flooding group
though robust may result in redundant data transmissions.
We also propose a probabilisticdata forwarding mecha-
nism to achieve efficient data dissemination. The protocol
aims to achieve the robustness of flooding and data distri-
bution efficiency of tree based protocols. Simulation results
verify performance.

1. Introduction

Mobile ad hoc networks are usually flat networks
comprised of mobile wireless devices. The ease and
speed of deployment of these networks makes them ideal
for situations where fixed infrastructure is not readily
available (e.g. battlefield communications, disaster re-
covery). Limited bandwidth, energy constraints and un-
predictable dynamic topologies pose difficult problems
for the design of applications for these networks. Multi-
cast applications like video conferencing and subscrip-
tion services have become very popular with the ad-
vancements in current technology. Multicast is an im-
portant communication paradigm in ad hoc networks due
to the inherent broadcast nature of the medium. Mul-
ticast routing protocols for ad hoc networks are either
tree based or mesh based. Tree based protocols like
[10, 8, 13] achieve efficient data distribution by creat-
ing a tree structure. However, these protocols suffer
when the network is highly dynamic as the tree struc-
ture is fragile and does not provide any redundant paths.
Mesh protocols like [7, 9, 11] create a mesh structure and
therefore are robust against network dynamics due to re-
dundant transmission of data. Clearly the data distribu-
tion will not be efficient. Flooding a network is equiv-
alent to creating a mesh structure incorporating all the
nodes in the network. Hence flooding will be highly
robust against topology changes. Flooding is typically
used to achieve network wide broadcast and therefore it
can also be considered as a multicast protocol.

The Source Grouped Flooding protocol is designed to
provide robustness similar to that of flooding i.e. to cre-
ate a stable multicast structure at high node speeds. Hop
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count distance metrics between the source and the group
members are used to recruit nodes in the flooding group
for the source. The flooding group incorporates redun-
dant paths between the source and the group members,
and the size of the group can be controlled by varying the
hop count constraints. The hop counts are updated each
time the source initiates a request-reply phase to update
the nodes in the flooding group. At the same time, the
protocol improves the efficiency of data delivery by us-
ing a probabilistic data forwarding mechanism based on
the hop counts of the nodes in the flooding group. For an
extensive description of the approach refer to [3].

2. Related Work

Some of the tree based protocols are: The Adhoc Mul-
ticast Routing using Increased Sequence ids (AMRIS)
[13] protocol creates a shared multicast tree structure
rooted at a special node (Sid). Nodes adapt to connec-
tivity changes based on id numbers obtained from the
Sid. A multicast extension to Adhoc On-demand Dis-
tance Vector (MAODV) [10] creates a shared multicast
tree rooted at the group leader which periodically up-
dates routes through destination sequence numbers. The
Adhoc Multicast Routing Protocol (AMRoute)[8] cre-
ates a user level shared multicast tree consisting of uni-
cast tunnels between the group members. Some of the
mesh based protocols are: The On-demand Multicast
Routing Protocol (ODMRP)[7] creates a mesh of nodes
connecting the sources and the group members. Mul-
tiple paths provide stability against topology changes.
The Core Assisted Mesh Protocol (CAMP) [9] relies
on affiliations to core nodes to create multicast struc-
ture. The core nodes forward the data. Flooding as a
multicast protocol is discussed in [4], in this paper the
authors point out that under high mobility conditions,
flooding is the most reliable protocol for achieving one
to many communications. The broadcast storm problem
which addresses the overhead of flooding is discussed
in [12].Here, the authors have proposed several schemes
like counter based, location based retransmissions to re-
duce the redundant data retransmissions. Gossip based
protocols like [6] are used as auxillary protocols to re-
duce the overhead of the flooding. This paper describe a
method to reduce the redundant transmissions resulting
from flooding of control information in most MANET
protocols (eg.; AODV route requests ...). The protocol
uses a probabilistic mechanism for controlling the num-
ber of retransmissions, where the retransmission proba-
bility is experimentally tuned. In contrast to these ap-



proaches our probabilistic mechanism reduces the num-
ber ofdata retransmissions and the probability distribu-
tion is adaptive to the current state of the flooding group
i.e.; the hop counts of the nodes and the number of du-
plicate packets will determine the retransmission prob-
ability. Thus the retransmission probability is different
for different peer levels and adapts as the membership of
the source created flooding group changes.

3. Source Grouped Flooding Protocol

This is an on-demand protocol that creates and main-
tains a mesh of nodes called theflooding groupbased on
hop count distance metrics. Nodes in the network learn
these metrics during a request-reply phase.
3.1. Creation of the flooding group
3.1.1. Request Phase

When a source ’s’ has packets to send to a multi-
cast group it initiates the request phase by broadcast-
ing a JOIN REQUEST message. The request message
contains themulticast group addressand ahop count
field. When a node ’n’ in the network receives a non-
duplicate request packet, it stores thehop countfor that
source (Dsn) i.e., the hop count of the node from the
source. The node then increments the hop count and re-
broadcasts the packet. This is illustrated in Figure 1(a).
‘S’ is the source and ’M1’ and ’M2’ are the multicast
members. The number in each node indicates hop count
distance to the source ’S’. A combination of the source
address and a counter is used as a unique packet iden-
tifier to identify duplicate packets. An active source
will periodically update the flooding group everyre-
fresh intervalseconds. Thus during the request phase all
nodes in the network learn the hop counts to the source
and update this information.

3.1.2. Reply Phase

A multicast group member ’m’ upon receiving the JOIN
REQUEST, stores the hop count distance to the source
Dsm, waits for a short fixed interval and then broadcasts
a JOIN REPLY message. This small delay (10ms) pre-
vents collision of the request and the reply messages in
the region of the group member. The JOIN REPLY con-
tains the multicast group information and the hop count
distance from the group member to the source. The TTL
(Time To Live field in the IP header) for this message
is set to the hop count from the source (Dsm). This
ensures that the reply message does not propagate be-
yond the source. Thus even though the reply message is
broadcast it will propagate within a fixed radius. When
a node receives a JOIN REPLY the node will compare
its stored hop count to the source (stored during the re-
quest phase Dsn), and the value in thehop countfield
of the reply message (Dsm). If the hop count distance
constraint (1) is satisfied the node becomes aflooding
nodeelse the packet is dropped. The nodes marked ’FN’
in Figure 1(b) are the flooding nodes for the source ’S’.
The propagation of the reply message is limited by the
distance constraint (2), where (Dmn) is the distance of
the current node ’n’ from the group member ’m’. Only

nodes that are activated as flooding nodes, propagate the
reply message. Moreover, once a node becomes a flood-
ing node during a particular route refresh sequence, it no
longer re-broadcasts a reply message for that route re-
fresh phase. Therefore, a node will re-broadcast only the
first reply message for each source during a particular
refresh sequence. The protocol thus creates the flood-
ing group for each source consisting of nodes that satisfy
hop count distance constraint (1); the set of nodes being
determined by constraint (2). Constraint (2) directly fol-
lows from the fact that the group member sets the TTL
in the reply message to Dsm, which was obtained during
the request phase. Each source thus creates its ownflood-
ing group, connecting the source to all the group mem-
bers. The source maintains a differentflooding groupfor
each multicast group, as the group membership is differ-
ent for different groups.

Dsn ≤ Dsm (1)

Dmn ≤ Dsm (2)

where Dsm, Dsn, Dmn are as described above.
Controlling the flooding group membership with the

above relaxed distance constraint could lead to large
flooding groups per source, as can be seen in Figure 1(b).
An ideal flooding group would be one that consists of
nodes that form the shortest paths between the source
and the group members. We derive the following dis-
tance constraints recognizing that a node lies in the
shortest path between a source and a member if the sum
of the node’s distance to the source and the node’s dis-
tance to the member is less than or equal to the distance
between the source and the member.

Dsn + (Dsm − TTLrep) ≤ Dsm ⇒ Dsn ≤ TTLrep

(3)
Dsm is the initial value of the TTL in the reply mes-
sage sent by the member, and TTLrep is the decremented
value of TTL in the reply message that the node receives.
Thus (Dsm - TTLrep) is the hop count distance between
the node and the group member. The nodes use the re-
duced form of this constraint to decide to join the flood-
ing group and thus only the nodes that form the shortest
path can become members of the flooding group. This
is illustrated in Figure 1(c); clearly only the nodes in the
shortest path between the source and the members be-
come flooding nodes. As before, the propagation of the
reply messages is controlled by the distance constraint
(2). If multiple shortest paths exist then all nodes in
these paths are included in the flooding group. Thus,
the reduced constraint limits the size of the flooding
group while ensuring that the shortest path(s) between
the source and the members are always included.
3.2. Data Forwarding
3.2.1. Hop Count Data Forwarding

When a source sends data packets to a multicast group,
the nodes in the flooding group for this source will be the
only nodes that re-transmit or forward the data packet.
All duplicate packets identified based on source address
and a counter value are dropped. In order to ensure that
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Figure 1: Flooding Group Formation

the data wave progresses towards the group members
from the source, ahop countfield is introduced in the
data packet. The source initializes the hop count to0 and
each node updates this value with its stored hop count to
the source before retransmitting the packet. When an ac-
tive flooding node receives a data packet, it compares its
latest hop count value for this source (Dsn) with the hop
count field in the data packet. The node re-broadcasts
the packet only if the stored hop count is greater than
or equal to the hop count value in the packet. The node
stores its hop count distance to the source in the data
packet before retransmitting it. This mechanism ensures
that MAC layer contention and collision is reduced by
avoiding the propagation of the data packet in the same
region more than once.

3.2.2. Probabilistic Data Forwarding

The flooding groupprovides multiple paths from the
source to the group members. Redundant transmission
of data along these paths will improve data delivery,
however it will result in excessive overhead. We pro-
pose a probabilistic data forwarding mechanism to re-
duce data overhead and describe a method to determine
a meaningful value for the retransmission probability
(Psend) of a packet. The above described hop count
forwarding is used to determine the distance of the data
packet from the source. In this scheme, when a node re-
ceives a non-duplicate data packet, it stores the packet,
and waits for a short random interval of time (3−10ms)
for arrival of duplicate packets. The node increments a
counter for every data packet received from a node in
its peer distance level from the source, i.e., data pack-
ets having hop count value same as this node’s stored
hop count value. All other duplicate data packets are
dropped. When the wait interval is over, the node cal-
culates the retransmission probability of the packet us-
ing (4). The node decides to retransmit the packet with
probabilityPsend and drop the packet with probability
(1 − Psend). Once the wait interval is over, all dupli-
cates irrespective of hop count value will be dropped.
Thus the probability of a data packet being retransmitted
adapts to the density of the flooding group and the hop
count distance of the nodes in the flooding group.

Psend =
1

1 + n
(4)

MS F2

F3

Ps = 1

Ps = 0.5

Ps = 0.5

F1

Figure 2: Probabilistic Forwarding of data

where, n is the number of duplicate packets received
from the same hop count peer level.

Figure 2 demonstrates the benefit of the probabilis-
tic forwarding scheme. Source S is connected to mem-
ber M through flooding nodes F1, F2 and F3 that form
the shortest paths between S and M. When the source
S transmits a packet, F1, F2, and F3 receive the packet.
Let us assume, node F2 times out first and transmits with
probability 1. Nodes F1 and F3 which are in the same
peer hop count level will increment their duplicate coun-
ters upon receiving the packet from F2. Thus F3 and F1
will retransmit the packet with probability 0.5. Thus the
number of retransmissions is potentially reduced and at
the same time, at least one packet is forwarded in each
peer hop count level ensuring that the member receives
the packet.

4. Simulation Setup and Results

4.1. Simulation setup
OPNET 7.0 [2] discrete event engine was used to sim-

ulate our algorithms. The simulation modeled a network
of 50 nodes randomly placed within a1000m x 1000m
area. Nodes in the network move according to the “Bil-
liard Mobility” model [1]. In this model the wait time is
0. Nodes choose a random direction and move in that di-
rection with a fixed speed until they reach the boundary.
Upon hitting the boundary nodes choose another random
direction and move in that direction with the same fixed
speed. At the physical layer, radio propagation distance
for each node was set to250m and the shared channel
capacity was1Mbps. Our model does not support ra-
dio capture [5] so, in the case of packet collisions all
packets are dropped. The IEEE 802.11 (DCF) was used
as the Medium Access Control (MAC) protocol. The
communication medium is broadcast and nodes have bi-
directional connectivity. Group members and sources
are randomly chosen from the nodes in the network.
A source generates CBR traffic at2packets/secs with
each packet having a payload of 128 bytes. Each simu-
lation was run for 100 seconds. Multiple runs were con-
ducted with different seed values for each scenario and
the collected data were averaged over these runs. The
multicast algorithms were developed as separate OPNET
routing layer protocols.



The performance of the following schemes are evalu-
ated:

• flooding: flooding as a multicast routing protocol is
used as a baseline.

• basic-sgfp: this scheme uses the relaxed or basic
distance constraints (1) and (2) to create the group
and hop count data forwarding.

• sp-sgfp: this scheme uses the shortest path distance
constraints (3) and hop count data forwarding.

• p-sgfp: this scheme uses relaxed distance con-
straints and probabilistic data forwarding.

• psp-sgfp: this scheme uses shortest path distance
constraints and probabilistic data forwarding.

The following simulation metrics are considered for
comparing the schemes:

• Packet Delivery Ratio: the ratio of the number of
data packets received by the group members to the
number of data packets expected to be received by
the group members (number of packets sent by the
source times the number of members).

• Total Overhead: is defined as the ratio of the total
packets transmitted in the network (control + data)
to the number of data packets received by the group
members.

4.2. Simulation Results
Figures 3 and 4 show the Packet Delivery Ratio (PDR)

and the Total Overhead as a function of node speed
(0 − 30m/s). The network has5 sources and20 group
members. The refresh interval is4 seconds. Theflood-
ing scheme has the best PDR performance (around95%)
for all mobilty speeds as every node rebroadcasts every
packet. Redundant data transmission contributes to to-
tal overhead and this remains constant against mobility
as every node retransmits the packet. All the source ini-
tiated schemes show a linear decrease in packet deliv-
ery with increased mobility speed; this is to be expected
as the movement of the nodes will disrupt the flooding
group resulting in loss of packets. However, it should
be noted that even at node speeds of30m/s the PDR
is around84% indicating that the flooding group is a
very robust multicast structure. The total overhead of the
probabilistic schemes is less than that of flooding. Par-
ticularly, the total overhead of psp-sgpf is20% less than
that of flooding. Thus the source initiated multicast pro-
tocol using shortest path flooding groups and probabilis-
tic data forwarding achieves comparable robustness to
flooding while significantly reducing the total overhead.
The total overhead for the basic-sgfp scheme is more that
of plain flooding because the basic-sgfp scheme creates
a large flooding group (almost all nodes in the network).
Therefore, the flooding group setup by basic-sgfp in-
curs nearly the same data overhead as generated by plain
flooding. The added control overhead of setting up the
flooding group results in basic-sgfp having a higher total
overhead than plain flooding.
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Figure 3: Packet Delivery Ratio vs Mobilty Speed
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Figure 4: Total Overhead vs Mobilty Speed

Figures 5 and 6 show the Packet Delivery Ratio
(PDR)and the Total Overhead as a function of the num-
ber of sources (1 − 20). Node mobility was set to
5m/s. The network had20 group members. The re-
fresh interval is4 seconds. The PDR decreases linearly
with increase in the number of sources. As the num-
ber of sources increases, more data and control packets
are generated. This causes increased MAC layer col-
lisions resulting in loss of data packets and outdated
flooding groups. In spite of this, the source grouped
schemes have a packet delivery ratio that decreases lin-
early with a small gradient. Thus, the behaviour of the
source grouped schemes is similar to that of flooding as
the number of sources increases. The total overhead for
all the schemes remains the same. This is because the
total overhead is a function of the number of data pack-
ets delivered. As the number of sources increases, more
control and redundant packets are generated, and at the
same time the number of data packets delivered increases
proportionally. Therefore the total overhead remains the
same. The source initiated schemes imitate the perfor-
mance of flooding. The psp-sgpf scheme achieves effi-
cient data distribution while maintaining a comparable
Packet Delivery Ratio to flooding.
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Figure 5: Packet Delivery Ratio vs Number of Sources
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Figure 6: Total Overhead vs Number of Sources

Figures 7 and 8 show the Packet Delivery Ratio (PDR)
and the Total Overhead as a function of the multicast
group size (10 − 40). Node mobility was set to5m/s.
The network had5 sources.The refresh interval is4 sec-
onds. PDR for the flooding scheme remains constant as
the group size increases. Since every node rebroadcasts
the packet, every node receives the packet irrespective
of whether it is a group member or not. The source ini-
tiated schemes have packet delivery performance within
10% of that of flooding. Particularly, the PDR forpsp-
sgfp is around90% as the group size increases. This is
because of the efficient data distribution achieved due to
the shortest path flooding group and probabilistic data
forwarding. The total overhead decreases for all the
schemes as the group size increases. This is because
the total overhead is a function of the number of packets
delivered and clearly as the member size increases, the
number of packets delivered increases. We see that the
overhead for all the schemes converges, this is because as
the group size increases multicast resembles broadcast.

Figure 9 shows the tradeoff between the Packet De-
livery Ratio and the total overhead as a function of the
refresh interval i.e. the frequency of flooding group up-
date. The network had5 sources,20 group members
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Figure 7: Packet Delivery Ratio vs Multicast Group Size
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Figure 8: Total Overhead vs Multicast Group Size

and the nodes moved at5m/s. This interesting curve
shows the impact of the refresh interval on the packet
delivery ratio and the total overhead in the same graph.
Clearly as the refresh interval increases, the total over-
head will reduce as the flooding groups are reinforced
less frequently. At the same time, we see that the Packet
Delivery Ratio remains almost the same as the refresh
interval increases, particularly for the psp-sgfp scheme.
This indicates that the flooding group is a stable mul-
ticast structure and need not be reinforced very often.
Therefore when the refresh interval is8secs, the psp-
spfp scheme can achieve comparable packet delivery to
that of flooding while having a40% lesser overhead than
that of flooding.

5. Conclusions

The inherent constraints of MANETs viz mobility,
bandwidth and energy limitations pose difficult chal-
lenges in designing multicast routing protocols. Thus,
it is necessary for a multicast protocol to not only be ef-
ficient but also be robust against mobility and other net-
work dynamics. In this paper we have described a novel
way of creating the multicast structure based on hop-
count distance metrics and also have described a method
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to obtain a meaningful retransmission probability for the
probabilistic data forwarding mechnism. The Probabilis-
tic Shortest Path Source Grouped protocol (PSP-SGFP)
described in this paper achieves robustness similar to that
of flooding while at the same time considerably improv-
ing the data delivery efficiency. The steady packet deliv-
ery performance of the protocol even at high node speeds
(30m/s) proves the robustness of the flooding group
multicast structure. At the same time the total overhead
is 20% less than that of plain flooding. Moreover, the
tradeoff curve as a function of the refresh interval indi-
cates that the protocol can be40% more efficient than
plain flooding without compromising robustness. The
protocol provides a highly robust multicast structure for
a wide range of node speeds while achieving significant
reduction in overhead.
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