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Abstract—TIn this report, the problem of broadcast scheduling in
Push broadcast systems is studied. We introduce an optimization
approach that leads to well justified policies for Push broadcast
systems with time constraints. In particular, we apply our results
to a Push broadcast system with different deadlines associated
to the files while allowing the files to have arbitrary demand
rates and lengths. We calculate the optimal average cost for
our experimental settings and show, through extensive simulation
studies, that the results obtained from our scheduling policy are
very close to that optimal value for each experiment.

I. INTRODUCTION

The increasing demand for content delivery applications in
recent years have resulted into numerous research works on
more efficient methods for the delivery of information. In a
typical data delivery application, there are a few information
sources and a large number of users. News, weather, traffic,
music, and stock quotes are examples of the types of infor-
mation that can be provided by these applications. Although
the above services are already implemented over terrestrial
links, it is their combination with wireless technologies that
can result in very efficient information delivery systems. The
inherent broadcast nature of wireless communications (includ-
ing satellite technology) makes it the ideal media for delivering
popular information contents from a single source to multiple
users. The two main architectures for broadcast delivery are the
one-way (Push) and the on-demand (Pull) systems. The two
systems differ in the lack or presence of a return channel to
transfer the instantaneous user requests to the server. In a Push
system, which is the subject of this paper, the server does not
actually receive the requests and schedules its transmissions
based on the statistics of the user request pattern and other
content-dependent parameters. Obviously, such systems benefit
from a high degree of scalability since a single broadcast of an
information file will serve all users for that file and the utilized
downlink bandwidth is independent of the number of users.

One of the main problems in the design of Push broadcast
systems is finding the optimum order for broadcasting different
information contents over a single channel in order to achieve
the “best” performance for a given bandwidth. In this report
we find the optimal (with respect to the specific cost function
defined) scheduling policy and also provide a benchmark for

This Research was was partially supported by NASA cooperative agreement
NCC3-528 when the first author was a research associate at the Institute for
Systems Research, University of Maryland.

John S.Baras
Institute for Systems Research and

Electrical and Computer Engineering Department

University of Maryland
Email: baras@isr.umd.edu

evaluating other heuristic algorithms. Our main contribution is
deriving a solution that allows arbitrary cost functions to be
assigned to the information files. Specifically, we address the
systems where deadlines are assigned to the information files
and introduce policies that minimize the average tardiness over
all users.

The main body of previous research on this subject has been
concentrated on policies that minimize the average waiting
time over all users. However, at least for certain types of
information, pure delay can be too simplistic of a measure
for cost representation. For example, for the users of the stock
information, only a small amount of delay can be acceptable
and the information starts to lose its value after certain delay.
On the other hand, for the users of weather information, a larger
delay is acceptable and the information keeps its value for a
longer time. This and other similar facts are the main rationale
for this research i.e., to address the scheduling problem in a
general setting beyond the average delay criteria. We approach
the scheduling problem from an optimization point of view
and derive a lower bound on the achievable average cost by
relaxing some of the constraints of the problem. We then use
the results and the form of the optimal policy for that problem
to derive scheduling policies for our original problem and
verify the effectiveness of our solution by simulation studies
and comparing the results with the lower bound cost.

This paper is organized as follows. In Section II the exact
formulation of the problem is presented and the previous works
on this subject are reviewed. In Section III our optimization ap-
proach to the problem and the proposed scheduling policy are
explained. Section IV is dedicated to performance evaluation
of our policy.

II. PUSH BROADCAST SCHEDULING, FORMULATION AND
PREVIOUS WORK

In a typical Push broadcast system N separate information
files are stored in the system. The aggregate request arrival
process for each file is modeled by a Poisson process and we
denote by \; the rate of the process for file i; ¢ = 1,..., N.
We also denote by [;, ¢ = 1,...,N the transmission time
of file ¢ over a unit bandwidth channel (length). In a Push
system, the only information available for the scheduler about
the requests is their arrival rates \;; ¢ = 1,..., N. We define
a cost function C;(t); ¢ = 1,..., N which represents the cost
incurred by the system for a user of file ¢+ when ¢ seconds
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have been passed since the user needed to receive the file. The
system is non-preemptive, meaning that ongoing transmission
can’t be interrupted by the system. Therefore, the broadcast of
file ¢ will take exactly /; seconds.

The scheduling problem is defined as finding an infinite
schedule for broadcasting the N files such that the total average
cost incurred by the system is minimized. The waiting times
are defined as the time between the user request time and the
start of the broadcast of the file.

If we denote by C; the long-term average cost for file 4, the
overall average cost can be written as

N
SAG (M
=1

where A = Zil A;i. Although the problem of broadcast
scheduling has not been considered in the above general form
before, there has been a number of rather interesting works
on both the Push and Pull systems with average waiting time
objective function (C;(t) = t, i = 1,...,N). One of the
earliest works on the Push broadcast scheduling is the work
by Ammar and Wong [1], [2] where they studied a system
with all files having a unit length and showed that the optimal
scheduling policy has a periodic form. They showed that the
optimal inter-broadcast periods of any two files ¢ and j on the

C:

> =

broadcast channel are related by 7- = \/¥ i.e., the files with
lower request arrival rates are broadcasted less often (larger
periods). They also introduced a heuristic method for designing
one period of the broadcast cycle with a given cycle length L
to satisfy the optimality equation as closely as possible. The
final broadcast schedule is then achieved by repeating that cycle

over time. In a later work [3], it was shown via optimization

arguments that if the files have different sizes [;; i1 = 1,..., N,
the previous relation is extended as ™= = \/%, /% They
j i J

introduced a real-time heuristic policy for achieving near-
optimal results was introduced that determines the next file
to broadcast based on the information available at the end of
each broadcast. In another work, Su and Tassiulass [4], [5]
proposed a parametric real-time policy and optimized the value
of the parameter through a number of simulation experiments.
The resulting policy through their approach turns out to be
the same as the policy in [3]. The interested reader is also
referred to other publications on this subject such as [6]-[8]
and references therein for a more diverse review of the problem
and its alternative settings. The common property between all
of the above results is that the cost function is always of the
C;(t) = ¢;t form.

III. OUR APPROACH

In this section, we address the problem of broadcast schedul-
ing in Push systems in its general form when the cost function
is any monotonic non-decreasing function of time and present
an optimization approach to find near-optimal scheduling poli-
cies. We will then apply our method specifically to a system
where the files have different lengths and the cost function
is the well-known Tardiness criteria used frequently in the
Operations Research field. This criteria also comes up in a

slightly different broadcast system where the user’s device
constantly receives and stores the files and the user always
accesses the most recent version stored in the device. It is not
difficult to show that the scheduling problems for those types
of systems will reduce to the same problem that we study. In
general, to our knowledge, the broadcast scheduling problem in
Push systems has not been addressed in its generality and there
are no policies that address the problem beyond the average
waiting time criteria.

We first consider the scheduling problem in a system similar
to our system but with weaker constraints (relaxed problem).
After finding the optimal solution for the new problem, we
use that to come up with a scheduling policy for the original
system. Our assumptions and notations are as follow:

o N: Total number of files stored in the system

o The request generation process for each file ¢ is a Poisson
process with known rate \;; i =1,..., N

e [;: Length of file ¢

o C;(t): Cost function associated file i. For all 4, C;(t) = 0
if £ <0.

o It is assumed without loss of generality that the total
channel bandwidth is 1

e Only one file can be in transmission at any given time
(Time Division Multiplexing)

In the relaxed problem, we assume that the instantaneous
bandwidth is not limited to 1 and only the long-term average of
the total used bandwidth should not exceed 1. This assumption
is similar to a relaxation made in [9] and [10] in a Dynamic
Programming approach to the broadcast scheduling problem
in Pull systems (originally introduced in [11] in the general
context of Restless Bandit Problems). It is not difficult to show
that the optimal policy always fully utilizes the bandwidth and
does not leave the channel idle. Since our original problem
with the strict constraint on the instantaneous bandwidth is
a special case of the relaxed problem, the optimal cost for
this new system is obviously a lower bound for the original
system. This will later allow us to compare the performance
of our policies with this lower bound and find out how well
they perform.

Let’s denote by r; the average long-term bandwidth used for
broadcast of file 7. The only constraint is then to have

N
d o<l )
i=1

Having r; values fixed for each file ¢, ¢ = 1,..., N, it can

be shown that the average cost is minimized with a periodic
broadcast schedule for each channel.

Theorem 1: For a single file with length [, average broadcast
bandwidth r, and monotonic non-decreasing cost function
C(t), the average cost is minimized when the file is broad-
casted with a fixed period.

Proof: See [12].

Given the length [; and allocated bandwidth r; for a typical
file 4, the broadcasts happen with a period 7; = I;/r; (figure
1). For such a periodic schedule, the long-term average cost

5299
1930-529X/07/$25.00 © 2007 IEEE

This full text paper was peer reviewed at the direction of IEEE Communications Society subject matter experts for publication in the IEEE GLOBECOM 2007 proceedings.



T =l
L L L L
t
T T T
Fig. 1. optimal broadcast schedule on a single channel

for each file is equal to the average cost per period given by

i = NG €))
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where ¢; is the average cost incurred by each user which is

1 / " iyt @
Ti 0

With the above definitions, the relaxed scheduling problem can
be formulated as a constrained optimization problem as follows

TLyes TN /\Z/\Cl

min

N

LA
Ti

such that and 7, >0,vie{l,...,N}

i=1

where \ = Zf\;l A;. From a practical point of view, since we
have not assigned any cost for using the channel, it is obvious
that the optimal policy would make full use of the channel
bandwidth. Equivalently, it means that the optimal solution of
the above problem occurs on the border of the constraint space
ie., when > lT— = 1. The precise statement of this fact is as
follows

Theorem 2: If all C;(.)s are monotonic non-decreasing, then
the solution (77,...,74%) for the above optimization problem
occurs on the boundary of the constraint space i.e., we have
)

'Proof: See [12].

We can now use the Lagrange method to find the optimal
solution for the relaxed problem. Let’s introduce the relative
demand parameters ¢; = \;/A for i = 1,..., N. we need to
find

min L 5

Tl s TN

where

L(Ti, ., TN p) = qucﬂru(Zl_—l) (©)

the optimal solution satisfies

dCi /1,711

i— — =0;i=0,...,N 7
dai 72 05 ¢=0 )
N
le:L (8)
— T
=1

The above N + 1 equations can be solved to find the optimal
values of 7 to 7 resulting in the minimum total average

aiqt'(tffdi

21,

Fig. 2. optimal broadcast schedule on a single channel

cost. These equations place a requirement on the period 7; that
depends on the length and demand rate of file ¢

2
q;T7 de;
3 — 9
ll‘ dTi ()
or )
% 4l dej/dr; (10)

7 il dei/dr

The above constraints are our guidelines for coming up with
a solution for the original system where only one file at any
time can be in broadcast over the single available channel. We
treat the problem as a dynamic scheduling problem despite the
fact that the system is completely deterministic. We use this
approach throughout this paper since it removes the problem of
designing a periodic schedule at the expense of some decision
overhead at the end of each broadcast. Since the decision policy
turns out to have low computational complexity, this approach
can be easily implemented in real systems.

Let’s define t; as the time since the last broadcast of file
7. In the ideal case, file 7 is broadcasted each time ¢; hits
the 7; value which satisfies equation (9) as shown in figure
(2). However, since for some files, ¢; may reach the optimal
value while another file is in transmission, several files may
have their ¢; values passed the optimal value at the end
of the current broadcast. We therefore use the q”? dcl — i
value for each file as the eligibility of that file (or the index
function in Dynamic Programming terminology) for broadcast
at the current decision time. Since any monotonic increasing
function of our eligibility measure can also be used as the index
function, we can instead use the policy that assigns the index
function

U= qit? @
! ll dr, 7
to each file and selects the file with the largest v; value for
broadcast. The only information required by the policy about
the state of the system are the last broadcast time for each of
the pages, since the ¢; values would simply be the current time
minus those values. Since the index functions are calculated
independently for each file, This policy has a complexity O(N)
which confirms our previous claim about its low computational
cost.
Having established a general framework for index policies
for the Push broadcast systems, we can now be more specific
and consider systems with specific cost functions.

Y

A. Systems with average tardiness criteria

When the timeliness of receiving the information is of
importance and each file has its own expiration period, the
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Fig. 3. Cost function for the tardiness criteria

criteria that is often used is the average tardiness criteria. The
cost function representing the tardiness is shown in figure 3
where the cost starts to grow with slope a; only after a deadline
associated with the file is passed. With this definition, the
average delay criteria is in fact a special case of the average
tardiness criteria when all d; = 0. Following (4) For the
tardiness cost function, we have

PR . 2
o %%‘L T?") T > d;
=
0

(12)
7 < d;.
which implies (assuming 7; > d;)

de;  a; 7t —d?
2w 4

Using equation (9), we find

21l;
=y 2 2 (14)
a;q;
and the index function can be defined as
a;q; t2 — d2

P = I

According to this function, in otherwise similar conditions, a
more popular file (larger ¢;) is given priority over a lesser
popular file. Similarly, a more time-critical file (small d;) has
priority over another file with a larger deadline. The length
however, has a negative impact on the priority and a file with a
shorter length is chosen over a longer file in similar conditions.
Also note that this index policy does not contain 7; or . terms
and therefore there is no need for explicit calculation of those
quantities by the system.

Here we have implicitly assumed that the average total
bandwidth is smaller than that needed for periodic broadcast
of all files right on their deadline expiration times i.e., some
files need to be transmitted after the expiration of their dead-
lines. Otherwise, the problem would have been trivial. This
assumption can be expressed as

N
i=1

Combining equations (8) and (14) results in the following

N

L.
-> 1L (16)

S

equation for g

=1. (17)

> —
2
i=1 2p di
ailiq + (h)

This equation can be solved to find the optimal value of pu. It
can be easily shown [12] that the solution for p is unique and is
greater than zero. This guarantees that, based on equation (14),
every 7; is greater than its corresponding d; and therefore the
assumption of ¢; taking the first case in equation (12) remains
valid. It is also intuitively clear from figure 3, and not difficult
to show, that the optimal solution should be sought in the 7; >
d; region since nothing is gained by going to the 7; < d; region
for any 1.

The optimal 7; values can now be computed from p using
equation (14) and the optimal value of the total average
tardiness would be

N 2
C= 3 Z;(h‘aii-

(18)
Ti

Again, this value is a lower bound for the original system where

the bandwidth can not exceed 1, even instantaneously.

B. Multi-channel Broadcast systems

Our approach can be also easily applied to systems with
more than one broadcast channels. Let’s assume that the system
has K parallel channels (K < N) each with bandwidth 1. We
also assume that all users are able to receive a file from any
one of the K channels. The scheduling problem for the relaxed
system in this case can be written as

N

RN

T1yeeesT. N
i=1

N
minN % ; Aic; such that
with the assumption that Zf\il 3—1 > K. Following the same
approach, the optimality equations for the 7; values will still
be the same as equation (14) but with a different value for p
which is , for the average tardiness criteria, the solution of the
following equation

N
> —
2
i=1 2p + d;
ailiq; l;

Using similar discussions about the properties of this equation,
it can be shown that the index policy for this case is to calculate
the same index function for each file as before and broadcast
the files with the K largest index values.

Having derived our scheduling policy, we can now discuss
its performance through a number of simulation studies.

=K. (19)

I'V. PERFORMANCE RESULTS

In order to evaluate the performance of our policy, we set up
a Push broadcast system with 100 files. We set the total demand
rate A\ as a variable and pick ¢; values according to a Zipf
distribution [13] with unit exponent i.e., ¥i,j : ¢;/q; = j/i
and > ¢ = 1.
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Experimental and optimal average tardiness values
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Fig. 4. Optimal and experimental average tardiness for a system with equal
deadlines assigned to all files

Since the policy allows the files to have different ¢;, d;, I;
and, a; values, our experiments are broken into several sets.
As an initial study, we eliminate the effect of file lengths and
weights by setting all /; and a; values to one. We also set all
deadlines to a common value d and run the experiments by
changing the total request arrival rate A from 15 to 50 with
a step of 5 and setting the common deadline value to d = 1,
d = 2 and d = 3. Figure 4 shows the total average tardiness
obtained from the experiments along with the lower bound
values calculated for each experiment. Our first observation
is that the average cost is independent of the total request
arrival rate. This is expected since the contribution of the
arrival rates \; to our policy is only through the normalized ¢;
values. Based on this observation, the total arrival rate in all
of our following experiments is set to a fixed value of 50 and
is not changed. The second observation in this experiment is
the small difference between the experimental results and the
corresponding optimal values. As we expect, for a fixed total
bandwidth, shorter deadlines result in larger average costs.

Since the optimal value of the average tardiness for the
relaxed problem is a lower bound for our real problem, the
goodness measure in our experiments is defined as how close
we get to that optimal value for each experiment. If we denote
by C the average tardiness resulting from our heuristic policy
and by C the lower bound average tardiness given by equation
(18), the goodness measure G is defined as
c-cC

o
Calculating the above goodness measure for experiments in
Figure 4 showed a maximum of 0.3% difference between the
optimal values and the results of our policy. In the second set
of experiments, both the deadlines and file lengths were varied
and the performance of the policy under different assignment
methods for both quantities was evaluated. The total arrival rate
was fixed at 50 and all weights were set to one. The deadlines
were assigned to the files in three different ways. In the first

G =100 * (20)

performance of the policy in controlled experiments

1.8

percent deviation from optimal

0 20 40 60 80
Experiment number

100

Fig. 5. Relative deviation of the results from the optimal values for controlled
assignment of deadlines and lengths

set of experiments, all deadlines were equal to a fixed number
d . In the second set, the deadline assignment was a linear
function of the file number with a positive slope such (d; =
(1—1)/10+d) and in the third set of experiments, the deadlines
were assigned in the reverse order (d; = (99 — ¢)/10 + d).
The same set of options was applied to the file lengths as
well and the file lengths took a constant value [, as well as
increasing and decreasing values with offset [. The goal was
to find out how the policy performs in the above cases and to
discover worst case conditions for its performance. For these
experiments, both d and [ took values from {1, 2,3} resulting
in a total number of 81 experiments. Figure 5 shows the G
values for those experiments. The worst case scenarios can be
easily located as the nine points on the right half of the graph.
Those points represent the cases where the most popular file
had the longest deadline and shortest length while the least
popular file had the shortest deadline and the longest length.
The three peak points among these nine experiments are those
where the file length offset is minimum (I = 1) and the highest
peak is when the deadline offset is also at its maximum value
of d = 3. Overall, even in the worst case, the relative deviation
from optimal is reasonably small.

Our final test aimed at evaluating the policy in the presence
of unequal deadlines, unequal lengths, and unequal weights
being assigned to the files. This set consisted of 100 sim-
ulations in which the values of file lengths, deadlines and
weights for each file were assigned by separately sampling
a uniform(1,10) distribution. Due to space constraints the
graph is not shown here (See [12]) but the main observation
was that the difference between the experimental results and
the optimal values was smaller than 1% for all cases.

Although our main goal has been to achieve the minimum
average cost in each problem, it is constructive to study the
treatment of the individual files by the optimal policy and see
how close the heuristic policy approximates the optimal policy
for each file. The first question can be answered by looking at
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Per file performance of the index policy for the average delay case
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Fig. 6. (top) Relative difference between the experimental and optimal values
of the average delay for each file. Positive values indicate smaller (better) than
optimal. (bottom) Relative difference between the experimental and optimal
values of the average broadcast period for each file. Positive values indicate
smaller (better) than optimal.

our previous derivations and plugging in equation (14) in (12)
to find all individual average tardiness values as functions of
. Since the resulting functions are not easy to investigate, we
consider the case with all d; = 0. In that case, we have for all
7 and j,

a _ wm _ VGV Vai

G T VGV
Non-zero d; values introduce skewness to the above relations
and should be mainly investigated separately for each specific
scenario.

The second question deals directly with how well our
proposed policy approximates the optimal policy. Although at
this point we are not able to make a general statement about
this subject, we focus on a simplified setting and try to answer
this question for that case. We consider a system with all
l; and a; values being set to one and d; = 0 for all 7 i.e.,
the average delay case. The top graph in Figure 6 shows the
relative difference between experimental and optimal values of
the average delay for individual files. It can be seen that the
index policy favors the files with lower demands by providing
them with a smaller-than-optimal average delay. Obviously,
this effect results in a larger overall average delay. For the

corresponding costs keep increasing. Ideally, one may also
think of a look-ahead approach that takes this fact into account
and come up with a more complicated policy. Although it is
not known if such policies may result in a better performance,
our experimental results are reasonably close to the optimal
values and we do not see a strong motivation for studying
such policies. Overall, our results indicate that the proposed
scheduling policy with an O(NN) complexity performs very
close to optimal at least for the family of cost functions defined
by figure 3.

V. CONCLUSION

This paper presents a general formulation of the scheduling
policy in Push broadcast systems. Our formulation addresses
the systems with generalized cost functions and provides index
policies for them. We introduced an auxiliary problem and
finding the optimal solution for that system enables us to
propose a scheduling policy for the original system. Our results
are based on the comparison between the performance of
the policy and the theoretical lower bounds for the average
tardiness criteria. In all of our experiments, even the worst
case result was very close to the optimal result. A similar
technique is also applicable to Pull systems and this problem
is the subject of ongoing research.
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