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ABSTRACT

We develop and evaluate a new method for estimat-
ing various performance metrics of multi-hop wireless
networks, including MANETs. The estimates depend im-
plicitly on network design parameters, and therefore the
method can form the basis for designing such networks
so as to achieve predictable performance bounds. Explicit
simulation models for large wireless networks are too
complex and can not be used for analysis and design
of wireless networks in realistic settings. We introduce
a simple approximate (throughput) loss model that cou-
ples the physical, MAC and routing layers. The model
provides quantitative statistical relations between the loss
parameters used to characterize multiuser interference and
physical path conditions on the one hand and traffic rates
between origin-destination pairs on the other. We use
a fixed point approach together with recently proposed
models for the MAC layer to find a consistent solution
satisfying all equations in the set. The result is an implicit
model ofperformance metrics, such as throughput, packet
loss, delay, parameterized by design variables, such as path
routing probabilities, power levels, noise levels. We next
apply Automatic Differentiation (AD) to these implicit per-
formance models, and develop a methodology for design
and parameter selection/tuning of wireless protocols.

I. INTRODUCTION

While there has been impressive progress in wireless
technologies, widespread deployment of multi-hop wireless
networks is still far away. One of the main reasons for this
state of affairs is the lack of systematic methodologies and
toolkits, for the design and dimensioning of such networks
so as to have predictable performance bounds, as measured
by a few key performance metrics. This is principally due
to the inherent uncertainty and variability of the wireless
medium and the interdependence between the performance
of wireless links. In wired networks, link capacities are
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fixed and unless there is a failure there is no variation
in network topology and link capacities. This is not true
in wireless networks. Link capacity in wireless networks
is not fixed and depends on different factors, such as
transmission power, interference caused by transmissions
over other links in the network, mobility and environmental
factors. Due to the performance variability and interde-
pendence, design, analysis, optimization, management and
maintenance of such systems are daunting tasks. Modelling
and model-based performance evaluation tools are badly
needed to assist wireless network engineers and researchers
in these tasks.

It is possible to develop packet level simulation tools
based on physical (PHY) and medium access control
(MAC) layer models using various packages. However
the packet level simulation of multi-hop wireless networks
with the appropriate PHY and MAC layer modelling turns
out to be too complex and time consuming for the design
and analysis of wireless networks in realistic settings.
Our objective is to develop low complexity combined
analytical and computational (numerical) models, which
can efficiently approximate wireless networks performance.
Such models have several applications in the design and
analysis of wireless networks:

Protocol analysis: Performance of a multi-hop wireless
network under practical settings depends on many factors
including the lower layer protocols, the physical environ-
ment conditions, the number of users and their mobility
patterns. It is almost impossible to analytically evaluate and
predict the impact and interaction of all these factors. This
task cannot be accomplished by extensive simulations ei-
ther. Therefore, we need systematic model-based methods
to evaluate performance, reliability, robustness, sensitivity
and scalability of proposed protocols.

Component based design: In a hierarchical and modular
approach to the design of complex systems, system func-
tionality is divided among several components at multiple
levels. Alternative designs and solutions are proposed for
each component. For a particular application, we have to
rely on fast and effective evaluation models to figure out
the appropriate combination of alternative components for
optimal performance.

Parameter Tuning: Performance of alternative compo-
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nents and layers in a multi-hop wireless network depends
on many design parameters such as power, modulation at
the PHY layer, and back-off window size at the MAC layer,
number of paths and routing policy at the network (routing
layer). Whether we use local search algorithms or more
sophisticated methodologies such as automatic differenti-
ation (AD) [1], for sensitivity analysis and performance
optimization we need to have an efficient model in our
design loop.
We propose an alternative approach based on the fixed

point method and loss network models for performance
evaluation and optimization. Loss network models [2] were
originally used to compute blocking probabilities in circuit
switched networks [3] and later were extended to model
and design ATM networks [4]-[7]. In [7] reduced load
approximations were used effectively to evaluate quite
complex ATM networks, with complex and adaptive rout-
ing protocols, and multi-service multi-rate traffic (different
service requirements). The main challenge in developing
loss network models for wireless networks is the coupling
between wireless links. This coupling is due to the trans-
mission interference between different nodes in proximity
with each other. By using probabilistic physical and MAC
layer models, we propose to approximate interference and
contention as inter-link traffic dependent loss factors. Such
an approximate model provides a system of equations
describing the relations between reduced link rates. We
then develop iterative fixed point methods [4], [5], [7] to
approximately compute consistent traffic rates, packet loss
and throughput of the network from these equations.

Solution Overview: Our goal is to develop a systematic
methodology for performance evaluation, and optimization
of wireless networks. In this paper, we focus on system
throughput and packet loss as the main performance met-
rics1. The performance of every link I in the network is
parameterized by two separate loss factors that incorpo-
rate the impacts of the PHY and MAC layer protocols
respectively. The loss factors of a link are functions of
the corresponding link and its neighbors' incoming traffic
rates. Note that due to these loss factors the incoming and
outgoing rates of each link are different.

Let us assume that we know the incoming traffic rate
for every source-destination pair in the network, the set
of paths and the fraction of traffic that is forwarded over
each path in the network. We want to compute the network
throughput and packet loss over each link of the network.
We use two different sets of equations. In the first set,
we use simple network flow relations to find the incoming
and outgoing traffic rate of each link as a function of

1A similar methodology can be developed for end-to-end delay which
is the other important performance metric.

the link loss parameters. In the second set of equations
we use PHY and MAC layer models to determine the
link loss parameters as a function of the incoming traffic
rates of the network links. Then, we use the two sets
of coupled equations iteratively, in a fix point setting,
until they converge to a consistent solution that satisfies
both sets. The solution provides an approximation to the
packet loss over each link and the throughput (ratio of the
outgoing to the incoming traffic) of the network.
The quality of the approximation depends on the quality

of the PHY and MAC layer loss models. For the MAC
layer, we use the seminal work of Bianchi [8] that models
the MAC layer IEEE 802.11 protocol as a Markov chain
and evaluates the IEEE 802.11 channel capacity as a
function of the number of users. For the PHY layer, we
have simply assumed that the loss rate is fixed. Clearly we
can incorporate more complex and variable models in our
overall approach.

In addition to the performance model, for design and
parameter optimization, we need to perform sensitivity and
gradient analysis for parameter optimization and robustness
evaluation. We use Automatic Differentiation (AD) [1] for
sensitivity analysis. AD is a powerful method to numeri-
cally compute the derivatives of a software-defined func-
tion (i.e. a computer program implementation of the func-
tion, which we also consider a 'model' following modem
systems engineering and hybrid systems formalisms [9]-
[11]. The analysis model that we generated based on
the fixed point iterations and loss models is the input
function to the AD and the output of the AD is the partial
derivative of the performance metric (e.g. throughput) with
respect to defined input parameters (i.e. design variables
or parameters). It is important to note that the method
allows for very complex design parameters to be implicitly
embedded in the input function to the AD module (see
for example the work of Liu and Baras in [7]). As an
example, we show how we can use this methodology to
find the optimal load distribution among multiple paths in
the network to maximize throughput (this can be easily
extended to probabilistic multi-path routing as in [12],
[13]). In this example the gradient projection algorithm is
used to find the optimal load distribution, and AD is used
to compute the gradient of the network throughput with
respect to the load distribution parameters.
The rest of the paper is organized as follows: In Sec-

tion II, we briefly review the Bianchi model results for the
IEEE 802.11 MAC layer protocol. In Section III, we elabo-
rate on the fixed point methodology and develop the set of
equations used. In Section IV, the automatic differentiation
method and its application to routing optimization using
gradient-projection algorithm is described. In Section V,
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we provide examples of applying the methodology, and
use them to describe performance and characteristics of
the developed algorithms and methodology.

II. MAC LAYER MODELLING

The IEEE 802.11 protocol is the dominant local area
wireless technology. The primary MAC layer algorithm
of the IEEE 802.11 is carrier sense multiple access with
collision avoidance (CSMA/CA) with binary slotted ex-
ponential backoff. Bianchi [8] provides a simple, but
extremely accurate analytical model to compute the IEEE
802.11 throughput, under the assumptions of finite number
of terminals and ideal channel conditions. The analysis
applies to both of the packet transmission schemes, namely,
the basic access and the RTS/CTS access mechanisms.
We use Bianchi's model to approximate the MAC layer
induced loss factor that we use in our analysis model.

Consider a fixed number n of contending connections.
In Bianchi's model every connection is in saturation condi-
tion, i.e. it always has a packet available for transmission.
This is appropriate for our problem and method, since we
are interested in design and performance bounds. Since all
packets are consecutive and there is no empty queue, each
packet needs to wait for a random backoff time before the
transmission attempt. Let W be the minimum contention
window size and m be the maximum backoff stage, then
the maximum contention window size is 2'W.

Let b(t) be the stochastic process representing the back-
off time counter for a given connection and q(t) the
stochastic process representing the backoff stage of the
connection at time t. Let T be the stationary probability
that the connection transmits a packet in a generic time
slot. It is also assumed that at each transmission attempt,
regardless of the previous retransmissions numbers, each
packet collides with constant and independent probability
p. The random process (q(t), b(t)) is modelled as a two-
dimensional discrete-time Markov process. Hence, we can
compute the state transition probabilities and the stationary
distribution of the corresponding Markov chain. We can
also obtain the following relations [8] between the key
parameters p and T:

p 1-(1 _T)n-1
(1)

2(1 - 2p)
(1 -2p)(W + 1) + pW(l -(2p)m)

Note that the above two equations represent a nonlinear
system in the two unknowns, which can be solved using
numerical techniques. The system has a unique solution. To
reproduce Bianchi's result, we use a fixed point method
to solve those two equations. For each value of n we

solve these equations once and use the results in our fixed
point model. Let S be the normalized system throughput,
defined as the fraction of time the channel is used to
successfully transmit payload bits. In the paper [8], it is
shown how we can directly compute the system throughput
from parameters p and r for 802.11 networks working
based on the basic or the RTS/CTS access mechanisms.
We use the same methodology to derive S for different
values of n.

III. FIXED POINT ALGORITHM

The network topology graph consisting of N nodes is
given. Each node has the ability to transmit packets at
the rate of A bits/second to the nodes that are connected
to it, i.e., for simplicity, we assume that the physical
layer capacity of all links is fixed and equal to A. The
extension to different rates for every pair of adjacent links
is straightforward; it only complicates notation and thus the
main thrust of the argument may be hidden. All nodes use
omni-directional antennas, and all neighbor nodes of the
transmitting node receive the signal. The connectivity and
interfering property between each node pair is decided by
the Signal-to-Noise (SNR) ratio (transmission power, dis-
tance, modulation, etc). Note that two nodes are neighbors
and connected if they can directly communicate, and two
nodes are interfering if one of them can not receive data,
while the other one is transmitting data to a third node. Let
c =1, , C be the set of commodities in the network.
Each commodity is specified by its source-destination pair
(1(c), 0(c)), and traffic demand rate r, between them.
Network links (connections between neighbor nodes) are
specified either by their index I = 1, . , L or their source-
destination pair (i, j). Note that r, is the average traffic
rate generated at the source node (the incoming rate),
which may not be equal to the traffic received at the
destination node (the outgoing rate) if there is packet loss
in the network. We assume that r1l, the PHY layer link loss
probability is known and fixed.
The routing is known and fixed and it is defined by

the set of end-to-end paths (i.e. the paths between the
origin and destination of each commodity) and the fraction
(probability) of the incoming traffic that is transmitted on
each of these paths. Let TI1 be the set of the paths that
are used for commodity c. Consider a path WFc,k E IC,
then oa7,,k is the fraction (probability) of commodity c
traffic transmitted over path WFc,k at I(c), the source node
of commodity c. We have

E a',,k = 1, for each c = 1, ,C (2)
Oic,sk soIle

Our goal is to find a consistent set of link loss -parameters
and traffic rate parameters that satisfy two sets of equations.

3 of 7



MqAC, madal bassof on

F;edpcnt
linkroate lSF 2 ay1er ink

Loss modelfor
wireless nlet"rk fRaw

Fig. 1. Block Diagram of the Fixed Point Model Components.

The first set is derived from the network loss model and
computes the link outgoing traffic rates Al, I = 1,... , L
from the MAC layer effective loss parameters el, I
1, , L. The second set is based on Bianchi's model
and computes the loss parameters el from the rates Al. As
depicted in Fig. 1, the fixed point method applies these
two mappings iteratively, until convergence to a consistent
solution (e, A*) that satisfies both mappings is achieved.
The existence of a consistent solution follows from the
facts that both mappings are continuous and bounded and
map a compact subset of R2L into itself, via an application
of a fixed point theorem [14]. In the rest of this section we
derive the two mappings.

First Mapping: From c to A
We assume that the packet loss probabilities due to MAC

layer contention are given. We compute the Al's, which are
the effective (outgoing) data rates of the network links. Let
(lw(1), 1.. (k,,)) be the set of the links in path wF, which
are ordered from the first to the last hop in the path. Let
s. be the commodity that path wF is serving. Then, A'
the outgoing data rate of the i-th link of path wF is,

AIT (i r7 E rt (1 Tl-r1 (j) ) (1l- q- (j) ). (3)
j=l

Note that rc is the corresponding source incoming traffic
rate for commodity c, oa, is the fraction of that traffic
routed on path -w. The two terms in parentheses specify
the percentage of the traffic that is successfully transmitted
over the first i links of the path -w. Let E(l) be the set of
paths that share link 1. Then the total traffic rate on link I
is,

A1 E AT7(j)
F: wFCE(l)

The notation convention in the last equation is that there
exist an index jw for path wF such that the link I whose total
traffic rate we calculate is identical with the link lw(j,)
of path -F. Equations (3), (4), taken together, provide the
desired mapping from the vector of E's to the vector of A's.
These computations are executed throughout the network
synchronously.

A. Second Mapping: From A to c

This mapping is based on the Bianchi's [8] results, which
we reviewed in Section II. Let Hi be the set of interfering
nodes with node i. The set of nodes that interfere in the
transmission from node i to j is the union of node i's and
j's sets of interfering nodes. The total traffic exiting nodes
in the set {Hi U Hj U{i} U{i}} contends with each other
and share the same multi-access channel. The total traffic
demand for this channel is,

N

Xij = E E Amn,
n=r1 m{Hi U Hj U{i}{U j}}

(5)

For now assume that we have calculated S for this channel.
Recall that S is the fraction of time that the channel is
successfully used to transmit data packets. We assume that
the contending links have equal capacity A. Therefore,
the channel capacity is SA. We assume that the channel
capacity is divided proportionally between all contending
connections. Therefore, the link (i, j) effective data rate is,

f Aij if Xtj < SA
ui =

xij Aij if Xij > SAt
(6)

The intermediate MAC layer loss factor for link (i, j) is,

(7)

Assume now that we are at iteration k+ 1, the new value for
MAC layer loss factor of link (i, j) is the weighted average
of the previous iteration value and the intermediate value
computed in (7):

<(j)= )(i,A + (1 - 3)E(i,j) (8)

The weighted average is introduced to avoid rapid
changes and oscillations in the computation of e and A
in the fixed point iterations.

In summary, for each connection (link) in the network
we have defined and computed the channel capacity. The
channel capacity is based on the Bianchi's saturation
model, and hence a function of the number of interfering
nodes with the corresponding link. After convergence, the
total effective (outgoing) data rate of each channel is
less than its throughput. Equations (5), (6), (7), (8) taken
together, provide the desired mapping from the vector of
A's to the vector of E's. These computations are executed
throughout the network synchronously.

In addition to the throughput, the fixed point method
provides the loss rate on every link of the network. Note
that in (6), we assume that the channel capacity is pro-
portionally fairly distributed among the contending links.
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However, the 802.11 protocol is not a fair protocol, and it
is even possible that some links face rate starvation in an
802.11 network [15]. To avoid this problem, we make the
additional assumption that the incoming traffic of each link
is controlled by a rate-controller, so that it does not exceed
its allocated rate, Aij. Efficient modelling of the multi-hop
802.11 MAC protocols without rate control is the subject
of future research, as it becomes much more complicated
even in simpler settings [15]-[17].

IV. DESIGN METHODOLOGY

The fixed point algorithm enables us to do performance
analysis for a given network configuration. However, anal-
ysis alone is not enough, and we need to develop a method-
ology for network configuration and optimization too. We
use optimal routing design as an example to illustrate our
proposed design methodology. Assume that we want to find
optimal values for the routing parameters (CEi,I. , cjK) to
maximize the network throughput. The fixed point method
provides a computational scheme that, after convergence
(i.e. the fixed point), describes the performance metric as an
implicit function of the design parameters. Thus, we do not
have (or obtain) analytic expressions of the performance
metric evaluations, but instead, we have a program that
computes the values of the performance metric, while
implicitly providing the dependence of the values on the
design parameters.

For parameter optimization, we need to compute the
sensitivities of the performance metric(s) (here the through-
put) with respect to the design parameters (here the rout-
ing parameters). Many powerful methods for design and
sensitivity analysis are based on gradient-based schemes.
Since we do not have an explicit functional description
of the network performance metric, we need to rely on
computational methods that numerically approximate the
gradients.

Automatic Differentiation (AD) [18], [19] is a method to
numerically evaluate the derivative of a function specified
by a computer program. In order to compute the gradient
values, we use the ADIC package [20] that is a source
translator augmenting ANSI-C programs with statements
for the computation of derivatives using the AD method.
In general, given a source code C, with n inputs and m
outputs, we want to generate another source code C' that
computes the original outputs and their derivatives with
respect to the input variables. Ideally, C' should be fast,
accurate and require little development time. One approach
is to use divided differences, which does not directly
produce a derivative code but rather approximates the
derivatives by evaluating the function f at multiple points.
The main drawback of this method is difficulty to assess

the accuracy of the approximation. Further, computation of
n partial derivatives requires n + 1 function computations.
The alternative approach is AD. AD works by system-

atically applying the chain rule of the differential calculus
at the elementary operator level and thus does not incur
the errors inherent in divided difference approximations.
The execution of any program is basically a series of
elementary operations. Thus, a particular set of input values
to a program induces an execution path that transforms
input values into the output values. ADIC uses the source-
to-source transformation method [20] to implement the AD
algorithm.

In our case, the input to the ADIC is the fixed point
algorithm that we developed in ANSI C code. ADIC
generates a new version of the program that computes both
the original result, which is throughput, and its derivatives
with respect to the input parameters, which are the path
routing probabilities. We then use the computed gradients
to find the optimal routing parameters which maximize the
throughput. To that end, we use the gradient projection
method which is explained in the following.

A. Optimization and Path Selection Algorithms

We use the gradient projection method to maximize
the throughput. In this approach, we iteratively compute
or estimate the gradients of the throughput with respect
to the routing parameters and based on that will update
the path probabilities. In addition, we have to project the
computed values back into the constraint set, i.e. we have
to make sure that all probabilities are positive and the path
probabilities of every source-destination pair sum up to
one. The explicit computation of the gradients is clearly
impossible, hence we use the code generated by ADIC
from our fixed point program which numerically computes
the throughput and its gradients.
We have implemented the Dreyfus K-shortest path al-

gorithm [21] for path selection. For a given set of link
weights and integer value k and source-destination pair,
this algorithm finds k loop free paths with minimum total
weight. We set all link weights to one, but it is possible
to use other weights based on the distance, bandwidth,
interference or other performance related criteria.

V. NUMERICAL EXPERIMENTS

We consider the network shown in Fig. 2. The network
has 11 nodes and edges specify nodes that can directly
communicate with each other. A communication between
node i and j is successful if and only if no other neighbor
node of i and j transmits data at the same time. For the
MAC layer, we use the IEEE 802.11 FHSS with 1 Mbps
capacity for each link. The contention window size, W is
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TABLE I

RUNNING TIME COMPARISON BETWEEN OPNET AND LOSS MODELS

(IN SECONDS).

Number of conn. 1 3 5 7 9
Loss Model 0.21 1.09 2.36 4.23 6.16
OPNET 1421 2334 1817 2250 2458

Network Throughput vs traffic load for 3 connections with 3 paths each

Fig. 2. Network Topology 1.

(0,0.08,0 92) * OnePath
(0.51,049,0) EqualProb
(0;57,0.09,0.34) Optimal

X:. (0,0.51,0A49)
(068 032 0)

- (1,00)

Traffi Load kbps)

Fig. 4. Throughput for 3 connections each with 3 paths.

Fig. 3. Comparison between simulation results and fluid approximation.

32, and the backoff stage, m is 3. We use the fixed point
method to derive the MAC layer loss parameters.

For validation purposes, we compare the loss model
results with simulation results from OPNET 12.0 platform.
First, we consider one connection, using one path from
node 3 to node 7, using the path (3-0-1-5-7). In the OPNET
model, we set up the data rate supported by each station
to 1Mbps. The transmission range of these stations is set
to 300m radius and the buffer size to practically infinite.
Moreover, we set OPNET's Long Retry Limit parameter to
1. Setting the Long Retry Limit parameter to 1 results to
packet losses at the MAC layer. These losses are associated
to the c parameter in our fluid approximation. The packet
size as well as the packet sending rate is constant, and
according to the data rate we wish to achieve. We collect
statistics concerning the load and the throughput achieved
in the network, as well as the Bit Error Rate (BER) for
each link in our connection. We set the packet error rate
of our loss model according to the computed BER of the
OPNET model. The derived throughput curves are shown
in Fig. 3, where the derived throughput from the OPNET
validates and follows the loss model throughput curve.

Another metric of interest is the computation time. Using
a 1.66GHz computer, for networks containing between 1
and 10 connections, it takes at most 7 seconds to compute
the throughput achieved for 9 different data rates between
100kbps and 500kbps, while OPNET requires between 23

and 43 minutes to obtain these results, as shown in Table I.

Next, we consider multiple connections, which are: from
node 3 to 7 with 3 paths: (3-0-1-5-7), (3-2-1-5-7), (3-0-
10-9-6-7), from node 4 to 9 with 3 paths: (4-1-5-6-9),
(4-1-0-10-9), (4-2-3-0-10-9), and from node 8 to 6 with
3 paths: (8-6), (8-5-6), (8-7-6). The network throughput
for 3 different routing policies is given in Fig. 4. The
routing policies are, single path minimum hop routing, 3
path routing with equal probabilities (1/3) and optimal
routing derived from the fixed point algorithm and ADIC
as described in Section IV. The optimal routing algorithm
outperforms all the other policies. It is also interesting
that using multiple paths with equal probabilities is not
necessarily better than a single path. In fact, for greater
load values single path outperforms multi-path with equal
probability. This indicates that in the wireless networks we
have to design and analyze protocols and policies carefully
and should not rely on intuition.
The second topology that we consider is shown in Fig. 5.

The MAC and physical layer models are similar to the first
scenario. In this network, we have connection 1 from node
3 to 5, connection 2 from node 16 to 21, and connection 3
from node 17 to 22. Fig. 6 shows the throughput vs. number
of paths. If we have more paths available, our optimization
algorithm will use them properly and find the best traffic
allocation and achieve the highest total throughput.

VI. CONCLUSIONS AND FUTURE WORK

We have developed a new method for performance
analysis of wireless networks, by combining loss network
models for the MAC and PHY layers, with routing, through

6 of 7

1.0

0.9

- &8
CL
.1-C,

p

2 0. C,
0

0.5

0 4

1.0

0.9

0-8

_
0-7

0.6
9
.

0.5

0.4

0-3

0-2

0.1
0

OPNET Simulations
Fixed Point Methods

200 400 600 800 i(OO

Load (kbps)



r------- --_ _ 1-

i /
/

---4i _

21,1

i-17 F-___ _

1a

__L_

i.

'iA

"t6
\ 1/

1>r---

- '

Fig. 5. Network Topology 2.

Throughput vs Number of Paths
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Fig. 6. Throughput for 3 routing policies for various path counts.

fixed point iterations. The method computes sensitivities
of performance metrics with respect to design parame-

ters using automatic differentiation. We illustrated applica-
tions in a few examples. Future work includes additional
modules for MAC and routing, considering hidden node
problem in MAC layer, derivation of other performance
metrics such as delay and buffer over-flow, extending the
sensitivity analysis via duality, scalability analysis for large
networks, convergence proofs, and accuracy bounds on

various metrics. Furthermore, we will perform extensive
cross-validation of the method's performance predictions
and designs against discrete event simulations.
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