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Summary
Networked systems are ubiquitous. A taxonomy of networked systems includes infrastructure and communication 
networks, social and economic networks, biological networks and biological swarms, robotic swarms, and several  
other  categories.  Most  networked systems include physical  components  and cyber  components implemented in  
various ways. Thus many networked systems come from the domain of cyberphysical systems (CPS). Cooperative 
networked systems represent from a certain abstract point of view a distributed and (at least partially) asynchronous 
implementation  of the well known cycle “sense-decide-actuate” of control systems. Yet the interaction of dynamics,  
sensing, control and decision making, with network structures has created the need for a new scientific basis for the  
modeling, analysis, design and performance evaluation of such networked systems. For example, efforts to develop 
a new “Network Science” have emerged. Similarly, efforts to develop new theories of computation that emphasize 
multiple agents interacting over networks, beyond the conventional concepts and principles of computation and  
computability, have been also undertaken very recently. In another direction, several efforts have been undertaken 
very recently to develop models for such systems that integrate continuous and event-triggered dynamics within a 
framework  that  permits  validation and  testing of  correctness.  Thus the consideration of  cooperative networked 
systems have raised fundamental new questions and challenges.  

In this lecture we consider networked systems from various domains including control, communications, sensing, 
sociology,  economics  and biology.  We first  describe  a general  model  for  modeling such  systems that  involves  
several  interacting dynamic multigraphs.  These multigraphs evolve in at least  three planes. At the higher plane 
(layer) we have the network of cognitive agents, where decisions are made and executed. At the intermediate plane  
(layer) we have the information network, where data, models, observations and signaling are represented. At the 
lower plane (layer) we have the communication network that supports the information and agent networks. There are 
several ways to capture these ideas and principles, and the one presented in the lecture is one of the simpler possible  
representations. The lower layer is more connected to the physical layer, while the middle and higher layer are more 
logical (i.e. cyber). The networks involve have links and nodes that are annotated by weights that can be scalar,  
vector or even policies and rules. Furthermore the networks are dynamic. The resulting dynamic models are very  
complex  and  require  a  combination  of  methods  from analysis,  algebra,  logic  and  optimization.   The simplest  
possible model involves two interacting multigraphs: (a) the  collaboration multigraph, which describes the time 
varying relation of collaboration between the agents (that is it answers the question: who has to collaborate with  
whom and when?); and (b) the communication multigraph, which describes the time varying communications that 
occur between the agents (that is it answers the question: who has to communicate with whom and when?) This 
representation is an important departure from typical models of cooperative networked systems used in the literature 
where the two multigraphs are considered as identical. We link these concepts to ideas from distributed computing, 
distributed programs and distributed computer hardware. We also link this representation to the behavior (what the  
system  does?)  and  structure  (what  the  system  consists  of?)  models  used  in  modern  model-based-systems-
engineering. We describe a novel path-oriented characterization of these activities in networked dynamic systems.  
The new framework allows us to pose several problems as generalized information flows and their control. 

Next we introduce three fundamental problems and challenges emerging from this framework, which we consider  
essential for progress in cooperative networked systems. The first addresses the joint analysis of the collaboration 
and communication multigraphs and their impact on the performance of the networked system. We show initial  
results in this direction that indicate that progress on this problem is essential for understanding  autonomy.  We 
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develop the framework of constrained coalitional games and we show that it provides a promising methodology for 
modeling and analyzing the interaction between the collaboration and communication multigraphs. We show that it  
captures in a fundamental way the basic tradeoff of benefits vs. cost of collaboration, in networked systems. We 
demonstrate that various simple models of constrained coalitional games can explain network formation and the 
emergence or not of collaboration. Towards developing fundamental principles for autonomy we investigate the 
following key question: is it better to have a self-organized communication multigraph capable of supporting (in a  
scalable and fast manner) a rich set of distributed tasks (collaboration multigraphs), or a communication topology 
optimized  to  a  particular  distributed  task?  We demonstrate  by several  examples  (some  form biology)  that  the 
preferred solution from an autonomy perspective appears to be the former. We also link this challenge to generalized 
networks, by interpreting the generalized weights of nodes as generalized potentials and the generalized weights of  
links as generalized resistances.  We discuss connections to optimization and dynamic games 9including various  
forms of potential games), statistical physics, and several properties of the resulting systems such as stability and  
robustness.

The second fundamental problem addresses the development of a taxonomy of collaboration and communication  
multigraphs, from the perspective of system performance. The emphasis is on finding classes of graph topologies 
with favorable tradeoff between performance improvement (i.e. benefit) of collaborative behaviors vs. the cost of 
collaboration (e.g. implied by communications). We investigate the interrelationship between the collaboration and  
communication graphs in networked control systems and the role of the communication graph topology, among the 
collaborating agents, in improving the performance of distributed algorithms on graphs, such as convergence speed.  
We show that Small World graphs emerge as a good tradeoff between performance and efficiency in consensus 
problems, where the latter serves as a prototypical coordination problem. We show that these ideas lead to a self-
organization of the communication graph in a two level hierarchy that leads to substantial speed of execution of 
distributed  algorithms by the  agents.  We discuss  extensions to  expander  graphs  and  present  several  results  on 
designing communication topologies  for  collaborative  control,  some inspired  from biology.  We discuss  several 
properties of expander graphs and link them to solutions of graph optimization problems. An intuitive explanation,  
for several of these useful properties, is that expander graphs are “globally sparse but locally rich”. We discuss the  
problem of controlling the topology of the communication graph so as to remain within the class of expander graphs  
and show that it is a relatively easy task to accomplish such topology control via a distributed manner. We link again 
several of these results to generalized networks, generalized potentials and generalized resistances.

The third fundamental problem addresses the need for different probability models for susch cooperative networked 
systems. We take a fresh look at the probability and information models that can support the analysis and synthesis  
of  distributed,  networked  multi-agent  systems  operating  with  at  least  partial  asynchrony  and  with  partial 
information. We relate the new framework, emerging from the results of the first and second problems, and its basic 
constructs,  to  information  and  control  patterns,  generalized  information  theory and  entropy,  and  to  distributed 
computing with local states. This new framework indicates the need for a new kind of probability over dynamical  
logical structures that is reminiscent of the axiomatic framework of quantum physics. We demonstrate that such 
systems cannot support probability models based on Kolmogorov-type models including cartesian products of the  
same. The probabilities needed have to be built on a logic model that is based on observables and on the geometry of 
subspaces of finite dimensional Hilbert spaces rather than the logic of subsets of sets. The reason is primarily that  
these  asynchronous,  distributedly operating and  partially observed  systems,  do not  provide  the  data  needed to 
support the rigorous construction of a Kolmogorov-style model. We show that with these new probability models 
and the associated information models several difficult problems in distributed inference and control of networked 
systems become convex optimization problems. A consequence (result) of key significance is a suggested and more  
accurate way of modeling the information patterns involved in such systems. We link these results to similar very 
recent work on distributed information retrieval systems over the Web, certain logics and certain types of dynamical  
games  with  partial  information.  We  also  link  these  models  to  a  new  view  of  what  “computation”  means  in  
cooperative networked systems.  

We close with a brief list of interesting future research directions. 
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