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Abstract— In this paper we address the problem of interac-
tive robot movement adaptation under various environmental
constraints. A common approach is to adopt motion primitives
to generate target motions from demonstrations. However,
their generalization capability is weak for novel environments.
Additionally, traditional motion generation methods do not
consider versatile constraints from different users, tasks, and
environments. In this work, we propose a co-active learning
framework for learning to adapt the movement of robot end-
effectors for manipulation tasks. It is designed to adapt the
original imitation trajectories, which are learned from demon-
strations, to novel situations with different constraints. The
framework also considers user feedback towards the adapted
trajectories, and it learns to adapt movement through human-
in-the-loop interactions. Experiments on a humanoid platform
validate the effectiveness of our approach.

I. Introduction

Trajectory learning from human demonstrations has been

studied in the field of Robotics for decades because of its

wide range of applications in both industrial and domestic

environments. A popular approach uses so-called Motion

Primitives (MPs) to parameterize the observed human motion

and reproduce similar motions with different initial and

target states. However, it is widely known that general MPs

methods, such as Dynamic Movement Primitives (DMPs)

[1], exhibit limited capability for generalizing to new envi-

ronments involving other constraints. Moreover, the learning

used in standard MPs does not allow incorporating user

preferences, such as preferred movements under geometric

constraints. However, humanoid applications in real world

environments would greatly benefit from a practical robot

movement learning framework that take user preferences and

environmental constraints into consideration.

Let’s start with a common example. A human user teaches

a humanoid how to transfer a bottle in different situations.

Using an off-the-shelf approach, the robot can learn the

motion by acquiring MPs from demonstrations and applying

them to generate new trajectories. However, solely following

the generated trajectories may fail in a slightly altered

environment, such as when a bowl is blocking the path as

illustrated in Fig. 2(a). Here we assume that these constraints

are presented to the robot only during the testing phase, and

not during the training phase. In this work, we propose an

optimization based framework for adapting trained move-

ments to novel environments. The first goal of our system is
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Fig. 1. System for learning movement adaptation for manipulation tasks.
Dashed lines indicate feedback.

to generate adapted trajectories, as shown in Fig. 2(b), that

can: 1) follow demonstrated trajectories for the purpose of

preserving movement patterns, and 2) fulfill novel constraints

perceived from the environment during the testing phase.

Moreover, new environmental constraints perceived dur-

ing the testing phase could be more complex than simply

encountering an obstacle. Building on the last example, this

time, let’s consider the situation where the target bottle is

leaking. Ideally an intelligent robot that understands the

situation should avoid moving the bottle over the bowl, but

follow the movement path around it. We could simply adjust

the objective function in movement adaptation. But what if

in another scenario the robot is asked to transfer a knife

while avoiding obstacles above them to prevent potential

scratches? Constraints of this nature are not only associated

with the context of the task, i.e, leaking bottle or knife as the

manipulated object, but also with the user’s preference, i.e,

avoiding the bowl in a certain manner. To account for these

preferences, a human-in-the-loop on-line adaptation system

is necessary. In the optimization framework for generating

trajectories presented in this paper, we firstly treat the reward

weights as adjustable parameters that adapt the quality of

the trajectory. Then based on user feedback, the framework

learns the preferred behavior, that fulfills constraints, by

updating the reward weights. Therefore, the learned behavior

can be generalized to different situations with similar con-

straints. As illustrated in Fig. 2(c), after a few iterations of

on-line learning, the robot is able to generate a trajectory

adapted in accordance with the learned preferences.

This paper proposes an approach for interactive learning
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(a) (b) (c)

Fig. 2. Baxter Transferring Leaking Bottle: (a) Movement imitation, failed to avoid the bowl; (b) Movement adaptation with initial weights, successfully
avoided the bowl with a path above it but spilled water into the bowl; (c) Movement adaptation with weights learned for user preferences, successfully
avoided the bowl with a path around it and avoided spilling water in the bowl.

of movement adaptation for manipulation tasks. Fig. 1 il-

lustrates the proposed system. The main contributions of

this work are: 1) A system to generalize robots’ movements

learned from demonstrations to fulfill constraints perceived in

a new environment. It is able to adapt trajectories according

to user preferences; 2) An approach for robot learning to

adapt trajectories by updating reward weights based on

users’ feedback. The user thus can co-actively train the

robot in-the-loop by demonstrating desired trajectories; 3)

An implementation of the optimization schema for the skill

of ”transferring objects,” considering obstacles and different

geometric user preferences for the movements. We validate

the implementation on a humanoid platform (Baxter), and

the experimental results support our claims.

II. RelatedWork

Various approaches have been proposed in robotics for

learning manipulation movements. A well known approach

is imitation learning [2], which focuses on mimicking human

demonstrations, and this approach works well when learning

from demonstration (LfD) techniques [3], [4] are applicable.

However, it only allows to reproduce learned movements in

similar environments.

Approaches [5] for encoding the trajectory as motion

primitives have been proposed for various forms of gen-

eralization and modulation, such as Gaussian mixture re-

gression and Gaussian mixture models [6], [7]. In [8], a

mixture model was used to estimate the entire movement

skill from several sample trajectories. Another class of ap-

proaches employs Hidden Markov models [9]. One popular

representation to encode motion from demonstrated trajec-

tories, originally introduced in [1], is Dynamic Movement

Primitives (DMPs). It consists of differential equations with

a non-linear learnable component that allows modeling of

almost arbitrarily complex motion. Recently, Probabilistic

Movement Primitives (ProMPs) [10] was proposed as an

alternative representation. It learns a trajectory distribution

from multiple demonstrations and modulates the movement

by conditioning on desired target states. Incorporating the

variance of demonstrations, the ProMPs approach handles

noise from different demonstrations and provides increased

flexibility for reproducing movement. However, all these

approaches hardly deal with novel environments such as

involving different obstacles. In our work, we first train the

robot using ProMPs, and then generalize these trained motion

primitives to newly introduced environmental constraints.

In order to enable MPs to adapt to novel environments with

obstacles [11], [12], Kober et al. [4] proposed an augmented

version of DMPs which incorporates perceptual coupling to

an external variable. Ghalamzan et al. [13] proposed a three-

tiered approach that can generalize noisy task demonstrations

to new situations with obstacles. They generated the nominal

path with DMPs and then adapted the trajectory to avoid ob-

stacles by formulating an optimal control problem regarding

the reward function learned from demonstrations via inverse

optimal control. This approach allows users to teach a robot

the desired response to different objects but requires offline

training in the environment containing the obstacles for

the reward function. However, in practice, the human users

often have different preferences for various environments and

tasks, while it is extremely challenging to provide the optimal

training trajectories in every situation. To account for this,

in our approach, the human users can interactively provide

sub-optimal suggestions on how to improve the trajectory

and the robot learns the preference for different constraints,

and incorporates it to generate more applicable trajectories.

User preferences for a robot’s trajectories have been stud-

ied in the field of human robot interaction (HRI). Sisbot

et al. [14] proposed to model user specified preferences

as constraints such as the distance of the robot from the

user. Then a path planner fulfilling those user preferences

was provided. Ashesh Jain et al. [15] proposed a co-active

learning method to learn user preferences over generated

trajectories for manipulation tasks by iteratively taking user

sub-optimal feedback, and the optimal trajectory was selected

based on the learned reward function. In our work, we adopt

the co-active learning paradigm and further propose a reward

formulation to model user preferences over constraints for

movement generation. Then we integrate it with movement

adaptation through optimization based planning.

III. Co-active Learning forMovement Generalization

For the problem of robot learning from demonstrations [3],

a common practice is to offline learn the skills by encoding

the trajectories with movement patterns such as DMPs [16].

During the testing phase, they can then be used to generalize

the movement to novel situations with slight alterations.

However, this generalization capability does not apply to

novel environments with different obstacles or to a new task

contexts with a variety of manipulated objects. In this paper,

we propose a complementary framework for generalizing

off-line learned movement skills to novel situations, and in
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addition we incorporate on-line learning preferences of how

to generalize from human’s feedback co-actively.

While facing a novel situation, the robot is given a

manipulation task context xc that describes the initial and

target states of the robot, and the locations of relevant

objects in the environment. It could compute an imitation

movement trajectory yD by generalizing offline learned skills

and execute if the new environment does not have obstacles

and there are no other constraints inherited from the task.

To further generalize learned movement skills to more

challenging situations, the robot has to generate an adapted

trajectory y based on the task contexts xc and the computed

imitation trajectory yD. Here we use a reward function

f ∗(y,xc,yD) to reflect how much reward the adapted trajec-

tory y can achieve for different contexts. This way, we can

adapt the movement by solving an optimal control problem

by maximizing the reward function f ∗. The reward function

consists of a Imitation Reward fD describing the tendency

to follow the imitation trajectory yD, a Control Reward fC
describing the smoothness of executing the adapted trajec-

tory y and a Response Reward fE describing the expected

response given the environment. To learn the reward function

which controls how the robot adapts trajectories under new

contexts, we apply a co-active learning technique [15] in

which the user only corrects the robot by providing an

improved trajectory ȳ and then the robot updates the pa-

rameter w of f (·;w) based on the user’s feedback. It is

worth noting that this feedback only indicates f ∗(ȳ,xc,yD) >
f ∗(y,xc,yD), and ȳ may be non-optimal trajectories. With

iterations of improvement, the robot could learn a function

that approximates the oracle f ∗(·) tightly.

IV. Our System

Overall, after the robot has offline learned the movement

skill from demonstrations, when facing a different task

context xc in a novel environment, the testing phase includes

three stages: 1) Movement Imitation, which computes an imi-

tation trajectory yD by generalizing demonstrated movement

to new initial and target states; 2) Movement Adaptation,

which generates an adapted trajectory y under new task

and environment contexts by maximizing the given reward

function; 3) Rewards Learning, which updates the parameters

of estimated reward function according to the user’s feedback

through co-active learning. We formulate each stage in our

framework presented in Fig. 1 as following.

A. Movement Imitation

At the beginning, our system offline learns movement

skills in an environment without obstacle or other constraints.

In this work, we adopt the Probabilistic Movement Primitives

(ProMPs) [10] for imitation learning. It obtains a distribu-

tion over trajectories from multiple demonstrations, which

captures the variations, and can be easily generalized to new

initial and target states while imitating the movement.

To be specific, we consider that a robot’s end-effector has

d degrees of freedom (DOF) along with its arm, with its

state denoted as y(t) = [y1(t), . . . , yd(t)]T . The trajectory of

the robot’s end effector is represented as a sequence T =
{y(t)}t=0,...,T . We model each dimension i of y(t) using linear

regression with n Gaussian time-dependent basis functions ψ
and a n-dimensional weight vectors wi as yi(t) = ψ(t)T wi+ εy
where εy ∼ N(0, σ2

y) denotes zero-mean i.i.d. Gaussian noise.

With the underlying weight vectors w = [wT
1 , . . . ,w

T
d ]T , the

probability of observing a trajectory T can be given by

p(T |w) =
∏

t

p(y(t)|w) =
∏

t

N(y(t)|Ψ(t)Tw,Σy), (1)

where Ψ(t) = diag(

d︷����������︸︸����������︷
ψ(t), . . . , ψ(t)) and Σy = σ

2
yId×d.

1) Learning from Demonstrations: For each demonstra-

tion, the trajectory can be easily represented by a weight vec-

tor w. To capture trajectory variations from multiple demon-

strations, a Gaussian distribution p(w;θ) = N(w|μw,Σw)

over the weights w is estimated. Therefore, the distribution

of the trajectory p(T |w) can be represented as

p(T ;θ) =

∫
p(T |w)p(w;θ)dw (2)

=
∏

t

N(y(t)|Ψ(t)Tμw,Ψ(t)TΣwΨ(t)T +Σy) (3)

We can then estimate the parameters θ = {μw,Σw} by using

maximum likelihood estimation as suggested in [10].

2) Trajectory Generation: In novel situations, the tra-

jectory could be modulated by conditioning with different

observed states. By adding an observation vector of Y ∗ =
[y∗T0 ,y

∗T
T ]T indicating the desired initial state y∗0 and target

state y∗T with accuracy Σ∗y , we apply Bayes theorem and

represent conditional distribution for w as

p(w|Y ∗) = N(w|μ′w,Σ′w) ∝ N
(
Y ∗|Ψ∗Tw,Σ∗Y

)
p(w)

μ′w = μw +ΣwΨ∗
(
Σ∗Y +Ψ

∗TΣwΨ∗
)−1 (

Y ∗ −Ψ∗Tμw

)
Σ′w = Σw −ΣwΨ∗

(
Σ∗Y +Ψ

∗TΣwΨ∗
)−1

Ψ∗TΣw

(4)

where Ψ∗ = [Ψ(0),Ψ(T )] and Σ∗Y = diag(Σ∗y ,Σ∗y) are

augmented for observation vector Y ∗. With a conditional

distribution of w, we can generate conditional trajectory

distribution and easily evaluate the mean yD and the variance

ΣD of the trajectory T for any time point t according to

Eq.(1) and Eq.(2). Therefore, the mean yD(t) can be used

as the imitation trajectory in movement adaptation and the

variance ΣD(t) can be used to indicate which parts of the tra-

jectory are more flexible to adapt. A larger variance reflects

higher variations in demonstrations. It means more flexibility

for modifying the corresponding part of the trajectory.

It is worth mentioning that, although we adopt ProMPs for

movement imitation in this work, the proposed Movement

Adaptation framework can be integrated into any other

movement imitation learning technique.

B. Movement Adaptation

As mentioned before, if the environment of a new situation

is exactly the same as the one during demonstration when

ProMPs are learned, e.g, no obstacle, safety constraints or
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other new considerations, the robot can perform the move-

ment optimally by directly following the imitation trajectory

yD ∈ �d generated by learned ProMPs in discrete time.

In this work, we want to have a system that can adapt to

an environment with novel constraints. Thus, we model the

movement adaptation as an optimal control problem with

fixed time horizon T in discrete time. The output of the

adaptation system is a new trajectory y ∈ �d in discrete

time. The input consists of the task context xc which is

obtained from the perception module, the imitation trajectory

yD which is generated from learned ProMPs, and the reward

function f (y,xc,yD) which represents the reward of the

adapted trajectory y corresponding to the new situation.

1) Optimization with Constraints: Let’s consider that the

perception module detects Nob j objects in the environment,

which may be obstacles. Each object is abstracted as a sphere

in the space represented by its center location and semi-

diameter {Ok, dk}, k = 1, . . . ,Nob j. We assume that the reward

function can be modeled as accumulated sum of rewards

from each state y(t) at time step t:

f (y,xc,yD) =

T∑
t=0

ft(y(t),xc,yD). (5)

Because we are only modulating the trajectory, the adaptation

system can be modeled as linear dynamics with the control

signal a ∈ �m, as it does not involve real physical dynamics.

Considering the embodiment of robotic end-effectors, we

can compute the end-effector’s position in spatial space

E(y) following the kinematics modeling [17]. Then, con-

sidering obstacles avoidance, the target optimal policy π∗ =
{a(t)∗}t=0,...,T−1 can be defined from Eq. (6) with constraints.

π∗ = arg max
π

∑T
t=0 ft(y(t),xc,yD) (6)

subj. to ∀t = 0, · · · ,T − 1 (7)

z(t + 1) = Az(t) +Ba(t) (8)

y(t) = Cz(t) (9)

U ≥ y(t) ≥ L (10)

‖E(y(t)) −Ok‖2 ≥ d2
k , ∀k = 1, · · · ,Nob j (11)

y(T ) = yD(T ), (12)

where A,B,C are system matrices, Eq.(12) constrains the

final position of the adapted trajectory, Eq.(10) constrains

it within feasible limits, and Eq.(11) ensures it can avoid

obstacles safely by keeping a minimum distance dk between

the robot’s end-effector and any object.

2) Model Predictive Control: In order to find an optimal

solution of such a system with continuous state and action

spaces, we adopt Model Predictive Control which computes

the optimal actions in a finite prediction horizon. Therefore,

by considering a prediction time horizon Tp, the optimal

action a(i)∗, at time step i = 0, . . . ,T − 1, can be solved

by (13). At each step i, the optimal actions {a(i)∗, · · · ,a(i+
Tp − 1)∗} for Tp decision steps in the future are computed

but only the action for the current step a(i)∗ is performed.

Therefore, it can deal with changing environments as these

changes could be considered in the next decision steps.

max
(a(i),··· ,a(i+Tp−1))

∑i+Tp

t=i+1
ft(y(t),xc,yD)

subj. to ∀t = i, · · · , i + Tp − 1

z(t + 1) = Az(t) +Ba(t)
y(t) = Cz(t)
U ≥ y(t) ≥ L

‖E(y(t)) −Ok‖2 ≥ d2
k , ∀k = 1, · · · ,Nob j

y(T ) = yD(T ).
(13)

3) Reward Function: In order to adapt robot movements

to perform well in novel situations, considering only hard

constraints such as obstacle avoidance, Eq.(11), does not suf-

fice. Thus, we further model a reward function f (y,xc,yD)

that reflects the amount of rewards that an adapted trajectory

y can gain within the context xc and yD. As the reward

function f (y) is assumed temporally discrete in Eq.(5), we

model the reward function ft(y(t)) at t by three parts:

ft(y(t);w) = fD,t(y(t);wD) + fC,t(y(t);wC) + fE,t(y(t);wE),
(14)

where the Imitation Reward fD models the tendency to follow

the imitation trajectory yD, the Control Reward fC models

the smoothness of executing the adapted trajectory y and the

Response Reward fE characterizes the expected response to

the environment. Meanwhile, w = [wT
D,w

T
C ,w

T
E ]T are pa-

rameters that affect the behavior of the movement adaptation.

Next we describe each reward function in detail.

a) Imitation Reward: The Imitation Reward character-

izes how well the adapted trajectory can imitate the demon-

strations by the distance between points on y and yD. Recall

that we have the variance ΣD(t) of the imitation trajectory

yD in IV-A.2, which indicates how flexible we can adapt the

trajectory. Considering ΣD(t) = diag(σ2
1(t), . . . , σ2

d(t)) to be

diagonal for the sake of simplicity, we model the Imitation

Reward by the weighted distance:

fD,t(y(t);wD) = −(y(t) − yD(t))TV (t)(y(t) − yD(t)) (15)

V (t) = diag(wD)diag(e−σ
2
1
(t), . . . , e−σ

2
d(t)), (16)

where V (t) is a weight matrix consisting of parameters wD

and {e−σ2
i (t)} in which the variances learned from demonstra-

tions ΣD(t) are modeled to affect adaptation rewards.

b) Control Reward: The Control Reward fC character-

izes the smoothness of executing the adapted trajectory y
using the following formulation:

fC,t(y(t);wC) = −wC‖(y(t) − y(t − 1))‖2, (17)

where wC is the parameter to weigh this reward.

c) Response Reward: The Response reward fE de-

scribes the expected response to the environment, such as

safety considerations for obstacles and objects under manip-

ulation. Here we give intuitive examples. Although we can

ensure minimum distance to avoid obstacles using Eq.(13),

as human users we still expect the robot to transfer a cup

full of water around a laptop instead of above it, to avoid

potential spills. Another example is that the user would prefer
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that the robot when manipulating sharp objects, such as

knives, keeps a relatively larger distance from the human for

safe. All the above preferences are specific to objects under

manipulation and the exact environment. Thus, we set the

Response Reward such that the better the adapted trajectory

fulfills the preferences, the higher the reward is.

To formally represent the Response Reward, let us con-

sider a scenario with Nob j obstacles on the table. The leftmost

and rightmost locations of the table are B1,B2 and the table

surface is S, we then can formulate it as follows:

fE,t(y(t);wE) = −
⎛⎜⎜⎜⎜⎜⎜⎝

Nob j∑
k=1

wT
O,kφO,k + wBφB + wSφS

⎞⎟⎟⎟⎟⎟⎟⎠ (18)

φT
O,k =

[
−‖E(y(t)) −Ok‖, (E(yD(t)) −E(y(t)))T

]
· exp

(
−‖E(y(t))−Ok‖2

dk

)
(19)

φB =

2∑
i=1

exp

(
−‖E(y(t)) −Bi‖2

dmin

)
(20)

φS = ‖E(y(t)) − S ‖2, (21)

where φO,k represents the feature vector for preferences in

avoiding obstacle Ok, of which the first element denotes

avoiding distance and the second element denotes the devi-

ation direction. The preferred deviation direction is given as

reward weights and the inner product indicates the rewards of

deviation considering the given preference. The exponential

decay function is applied so that the features are only effec-

tive when the robot’s end-effector is close to the obstacles. φB

and φS are features related to safety by considering boarders

and surface of the table. wE = [wT
O,1, . . . ,w

T
O,Nob j
,wB,wS ]T

are weights corresponding to the features respectively.

Given a set of parameters w = [wT
D,w

T
C ,w

T
E ]T , the

MPC module generates an adapted trajectory by maximizing

f (·;w). The robot could follow the trajectory and execute

the task facing the novel situation. However, the generated

trajectory may not be sufficiently satisfying from a user’s

perspective, since the given or initialized parameters may not

be accurate for modeling the rewards. To accommodate this

issue, after the movement execution, our system allows the

user to provide a better trajectory as feedback to update the

parameters during the following Rewards Learning section.

C. Rewards Learning

In this section, we describe how our system learns the

reward function. Let us assume there is an oracle reward

function f ∗(y,xc,yD) that reflects exactly how much reward

the adapted trajectory y can gain for each context. The

goal of this module is to estimate such a reward function

f (y,xc,yD;w), where w are the parameters to be learned,

that approximate the oracle reward f ∗(·) tightly.

By rewriting Eq.(5) and Eq.(14) for the entire trajectory,

we can have the reward function in a linear form represented

by features and weights:

f (y,xc,yD;w) = wT
DφD +w

T
CφC +w

T
EφE (22)

φD =
[
φD,1, . . . , φD,d

]T , φD,i = −
T∑

t=0

(
yi(t) − yD,i(t)

)2 e−σ
2
i (t)

(23)

φC = −
T∑

t=1

‖(y(t) − y(t − 1))‖2 (24)

φE = −
T∑

t=0

[
φT

O,1(y(t)), . . . ,φT
O,Nob j

(y(t)), φB(y(t)), φS (y(t))
]T

(25)

where φD,φC ,φE represent features of the entire trajectory

corresponding to Imitation, Control and Response Rewards.

Since the user only provides a feedback trajectory ȳ and

the system can not directly observe the reward function, we

apply the co-active learning technique [15] in which the robot

iteratively updates the parameter w of f (·;w) based on user’s

feedback. Note that this feedback only needs to indicate

f ∗(ȳ,xc,yD) > f ∗(y,xc,yD) and ȳ could be non-optimal

trajectories. Algorithm 1 gives our learning algorithm.

Algorithm 1 Rewards Learning for Movement Adaptation

Initialize w(0) = [w(0)T
D ,w(0)T

C ,w(0)T
E ]T

for Iteration i = 0 to Tl do
Task Context and Environment Perception: x(i)

c
Movement Imitation:

y(i)
D ,Σ

(i)
D ← p(T |x(i)

c )

Movement Adaptation:

π∗(i) = arg maxπ f (y,x(i)
c ,y

(i)
D ;w(i))

y(i) ← π∗(i)

Movement Execution: y(i)

if User Provides Feedback: ȳ(i) then
α(i) = 1/

√
i

w(i+1)
D = w(i)

D + α
(i)(φD(ȳ(i),y(i)

D ) − φD(y(i),y(i)
D ))

w(i+1)
C = w(i)

C + α
(i)(φC(ȳ(i)) − φC(y(i)))

w(i+1)
E = w(i)

E + α
(i)(φE(ȳ(i),x(i)

c ) − φE(y(i),x(i)
c ))

Weights Projection:

w̄(i+1) = [w(i+1)T
D ,w(i+1)T

C ,w(i+1)T
E ]T

w(i+1) = arg minw∈C‖w − w̄(i+1)‖2
else w(i+1) = w(i)

end if
end for

Note that α is a learning rate, which decays along itera-

tions, and C in the weights projection part is a bounded set

to ensure that the updated parameters w are in a feasible

space. After iterations of improvements, the robot can learn

an estimated reward function f (·;w∗) that approximates the

oracle reward f ∗(·) as proven in [18]. By maximizing the

estimated reward function f (y,xc,yD;w∗), the robot can

generate an adapted trajectory y that maximizes the rewards

facing situation xc based on imitation trajectory yD.
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V. Experiments

To validate the system described above, we design and

conduct the following experiments on a Baxter humanoid

platform. The Baxter robot is asked to do manipulation

tasks such as cleaning on a table top. The workspace is

defined with the surface as S = (0, 0,−0.1), the leftmost

location as B1 = (0, 0.8, 0) and the rightmost location as

B2 = (0,−0.8, 0) described in meters in robot spatial space,

where the coordination system is shown in Fig. 4(a). It needs

to learn transferring the manipulated object between different

locations while avoiding obstacles in desired manners.

A. Movement Imitation

In the first stage of the experiments, we have our robot

learn off-line the movement skill from kinethestic demon-

strations with no obstacles on the table. All trajectories are

sampled discretely and normalized to T = 200 steps for

transferring movement in joint space, and the left arm of the

Baxter has d = 7 degrees of freedom for joints from shoulder

to wrist denoted as joint 1 to 7. The training trajectories are

encoded by ProMPs with n = 10 Gaussian basis functions so

that it can be generalized to different initial and target states.

Fig. 3(a) shows an example of our generated imitation tra-

jectory in spatial space for new task contexts using ProMPs.

Fig. 3(b) shows the corresponding imitation trajectory of

joint 1 (first shoulder joint) in joint space. The blue crosses

here are desired new initial and target states, and the shaded

area is the estimated variance for the imitation trajectory,

which reflects the variations of demonstrations. True trajec-

tory here means a trajectory recorded from user demonstra-

tion in the testing scenario for comparison. It is not hard to

see that the predicted mean of the imitation trajectory well

generalizes to new initial and target states and follows the

same movement pattern as the prior mean trajectory learned

from demonstrations. Therefore, the robot can perform the

task well by following this imitation trajectory if there are

no obstacles or other safety constraints.

B. Learning Adaptation

We consider the situation, where the robot, while facing

the task of transferring a leaking bottle, finds a bowl filled

with food as obstacle on the table. We assume that the

bowl’s center location O1 and minimum safety distance d1

are obtained through perception. For movement adaptation,

we set the prediction horizon Tp = 11 in the model predictive

control and select system matrices A = 0.9 · I ,B = C = I
to make the system stable in the prediction window as sug-

gested in [13]. The limits of joints could be found from the

Baxter hardware specification. The minimum safety distance

to the table boarder is set as dmin = 0.1. And the weights for

reward function are initialized to wD = 30·1,wC = 10,wE =

0. We apply the native Matlab Gradient-based optimization

method fmincon to solve the optimization at each time step.

Fig. 3(c) shows the movement imitation for transferring

the leaking bottle, which failed to avoid the obstacle even

though the trajectory generalizes to a novel initial and target

states. Fig. 3(d) shows the movement adaptation with initial

weights. There is no preference specified in the reward func-

tion about how to avoid obstacles. Therefore, even though

the adapted trajectory could avoid the obstacle successfully,

it may be not an ideal trajectory.

To learn the user preference, we then provide feedback

via kinethestic demonstration illustrated in Fig. 4(a) and the

feedback trajectory is shown in Fig. 3(d) as dashed line

to indicate user preferences. Following Algo. 1, the robot

iteratively updates the rewards weights based on the user

feedback. Weights are limited via projection in the feasible

set C where wD ∈ [1, 100]7,wC ∈ [1, 100],wE ∈ [0, 100] ex-

cept that the last two parameters in wO,k indicating preferred

deviation direction could be [−100, 100]. To quantitatively

validate the performance of our method in movement adap-

tation, we consider the metric of cumulative error between

the adapted trajectory and the feedback trajectory e(i) =
1
T
∑T

t=0

(
ȳ(i)(t) − y(i)(t)

)2
as the learning error at iteration i.

Since the metric is affected by different situations such as

obstacles’ locations, we consider the feedback trajectory as

fixed and let the robot iteratively learn several times to see

how it performs, and we record the “learning curve” under

the same feedback. From Fig. 4(b), we can see that the error

decreases and converges after several iterations, and it only

requires a few iterations to achieve an adapted trajectory as

desired preference according to the feedback. After learning,

the robot uses the updated weights for movement adaptation

in a different situation with novel initial/target states and

obstacles’ locations. Fig. 3(e) shows the adapted trajectory

based on the updated weights after one iteration, where it

successfully avoids the obstacle via the desired direction.

In a second scenario where a robot is transferring a

knife around some fragile obstacle, the user may prefer

the robot to avoid the obstacle above it instead of around

it. With the same methods here, we could also generate

adapted trajectories as shown in Fig. 5(a) and Fig. 5(c) for

initial weights. With the user provided feedback, the robot

successfully learns the specified preferences for movement

adaptation and generates the improved adapted trajectories

for different situations as shown in Fig. 5(b) and Fig. 5(d).

VI. Conclusion and FutureWork

We presented a framework for learning to adapt robot

end effector movement for manipulation tasks. The proposed

method generalizes offline learned movement skills to novel

situations considering obstacle avoidance and other task-

dependent constraints. It adapts the imitation trajectory gen-

erated from demonstrations, while maintaining the learned

movement pattern and considering variations in the geometry.

Here we considered as variations, avoiding obstacles with

movements in desired directions, and keeping certain dis-

tances for a safety margin within a workspace. The methods

also provides a way to learn how to adapt the movement in

on-line interactions with user’s feedback.

Another interesting way to incorporate environmental con-

straints would be to consider visual information of objects

and the environment as an indication of the preferences for

movement adaptation. For instance, the deviation direction
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(a) (b) (c) (d) (e)

Fig. 3. Learning to Transfer a Leaking Bottle: (a) Imitation trajectory in spatial space; (b) Imitation trajectory for joint 1 in joint space, shaded area
indicating the predicted variance.(a) Movement Imitation failed to avoid the obstacle; (b) Movement adaptation with initial weights successfully avoided
the obstacle by a path above it but has a potential danger of spilling water, feedback trajectory is provided afterwards; (c) Movement adaptation for a
different situation with updated weights after learning from feedback trajectory, successfully avoids the obstacle through a path around. Corresponding
execution on the Baxter platform is given by Fig. 2.

(a) (b)

Fig. 4. Rewards Learning from User Feedback for Transferring Leaking
Bottle: (a) User feedback via kinethestic demonstration; (b) Learning curve
for adaptation under the same feedback.

(a) (b)

(c) (d)

Fig. 5. Baxter Learning to Adapt Movement for Transferring Knife: (a) (c)
Movement adaptation with initial weights using a path around the duck doll
successfully avoided it but risked scratches; afterwards feedback trajectory
is provided for preferences; (b) (d) Movement adaptation for different
situations, with updated weights after learning from feedback trajectory,
successfully avoided the duck doll using a path above it as desired.

for avoiding a knife could be directly inferred from the

location and orientation of its blade from visual input. In

ongoing work we are further investigating the possibility of

directly learning the preferences to adapt movement from

visual perception for the task context.

ACKNOWLEDGMENT

This work was supported by DARPA (through ARO) grant

W911NF1410384 and by NSF through grants CNS-1544787

and SMA-1540917.

References

[1] A. J. Ijspeert, J. Nakanishi, H. Hoffmann, P. Pastor, and S. Schaal,
“Dynamical movement primitives: learning attractor models for motor
behaviors,” Neural computation, vol. 25, no. 2, pp. 328–373, 2013.

[2] T. Asfour, P. Azad, F. Gyarfas, and R. Dillmann, “Imitation learning
of dual-arm manipulation tasks in humanoid robots,” International
Journal of Humanoid Robotics, vol. 5, no. 02, pp. 183–202, 2008.

[3] P. Pastor, H. Hoffmann, T. Asfour, and S. Schaal, “Learning and gener-
alization of motor skills by learning from demonstration,” in Robotics
and Automation, 2009. ICRA’09. IEEE International Conference on.
IEEE, 2009, pp. 763–768.

[4] J. Kober, B. Mohler, and J. Peters, “Learning perceptual coupling for
motor primitives,” in Intelligent Robots and Systems, 2008. IROS 2008.
IEEE/RSJ International Conference on. IEEE, 2008, pp. 834–839.

[5] A. Gams, A. J. Ijspeert, S. Schaal, and J. Lenarčič, “On-line learning
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[18] G. Ciná and U. Endriss, “Proving classical theorems of social choice
theory in modal logic,” Autonomous Agents and Multi-Agent Systems,
pp. 1–27, 2016.

378



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Arial-Black
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /ComicSansMS
    /ComicSansMS-Bold
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FranklinGothic-Medium
    /FranklinGothic-MediumItalic
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Gautami
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /Impact
    /Kartika
    /Latha
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaConsole
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSansUnicode
    /Mangal-Regular
    /MicrosoftSansSerif
    /MonotypeCorsiva
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /MVBoli
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Raavi
    /Shruti
    /Sylfaen
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /Vrinda
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 200
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 200
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 400
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Required"  settings for PDF Specification 4.01)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


