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Abstract— Distributed control, decision and inference
schemes are ubiquitous in many current technological systems
ranging from sensor networks, collaborative teams of humans
and robots, and information retrieval systems. Privacy, both
location and identity, is critical for many of these systems
and applications. The principal thesis investigated in this
paper is that the utilization of physical layer methods and
implementation techniques substantially strengthens privacy in
the associated algorithms and systems. In fact it is argued
that without the utilization of such physical layer methods
it may be expensive to have provable levels of security in
these systems. We analyze the performance of such physical
layer techniques. We then utilize these techniques to provide
provable privacy in distributed control, decision and inference
algorithms. We demonstrate the results in context of distributed
Kalman filtering. We develop useful metrics to measure privacy
in these distributed systems. We investigate quantitatively the
effects of privacy loss on the performance of the systems.

I. INTRODUCTION

Advances in VLSI technology has led to a significant re-

duction in the size of wireless devices. This has led to a new

paradigm of large scale systems comprising of small and dis-

tributed communicating devices. Such distributed networks

have found applications in several aspects of human lives.

This includes critical cyberphysical systems for monitoring

and regulation of power grids, large scale intrusion detection

systems or efficient systems for information retrieval.

The objective of such systems can broadly be classified as

distributed processing of information for consensus or moni-

toring the state of the system. Significant research effort has

been directed towards this, e.g. [1], [2]. However, the critical

nature of the recent applications has introduced adversarial

intent into such systems. Thus, recent research thrust has

been towards modeling such systems with adversaries [3],

[4]. The works in this direction can be broadly classified

as systems that establish notions of trust [5], or design

of robust distributed algorithms [6], or systems relying on

cryptographic primitives [7].

In this paper, we investigate the direction of establishing

trust in the network to exclude adversarial nodes. One

promising idea for designing such a system is to form a trust

hierarchy based on the quality of inputs from different nodes.

Several works, [8], [9], argue the need for one level of the

hierarchy acting as a reference to achieve consensus. Such

reference nodes comprise the ‘trusted core’. Other nodes
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use the trusted core as an anchor to evaluate the quality of

received input. Along with robustness of the measurements

from these nodes, it is required that nodes of the trusted core

are reachable and the integrity of the measurements upon

traversal through the network is verifiable. This typically re-

quires the nodes to utilize a cryptographic framework. How-

ever for low power nodes, the cryptographic overhead may

be undesirable. Additionally, such a framework introduces

the complexity of key management in ad-hoc networks.

We argue that these requirements of a trusted core may

alternately be fulfilled by ensuring privacy of the identity of

trusted nodes. In the absence of knowledge of the identity

of the trusted nodes, an adversary can at best choose a

random subset of nodes to attack. Due to the sparsity of

the trusted core, the number of trusted nodes that may be

attacked by random selection is small enough to prevent

significant disruption. In this paper, we utilize the physical

layer authentication scheme from [10] to tag trusted mes-

sages from the trusted core. Using the stealth properties of

the tagging scheme, we argue that the privacy of the trusted

core is maintained. Further, we discuss the impact of the size

of the trusted core on distributed Kalman filtering problem.

We verify our assertions via MATLAB simulations.

The paper is organized as follows. In Section II, we

highlight the requirements from a trusted core. In Section III,

we describe the scheme of [10]. We describe our system and

its security properties in Sections IV and V. In Section VI

we illustrate the performance of the system via simulations.

II. APPLICATIONS OF TRUSTED CORE

We present the requirements of the trusted core as envis-

aged in some prior works [8], [9].

A. Distributed Kalman Filtering (DKF)

In the DKF application considered in [8], it was shown

that a malicious adversary may drive the system to reach

consensus to a false state. However, introduction of weights

while computing the Kalman coefficient updates, where the

weights represent the trust in a node may guarantee correct

operation even in the face of Byzantine adversaries. The

weights are derived using the reference state from a set

of nodes assumed to be correct. The assumption here is

that the reference is correctly generated (i.e. node is not

compromised) and is propagated without modification (i.e.

message integrity verification).

B. Trusted Core Properties

As evident from the example, availability of nodes and

integrity of measurements during propagation are two fun-

damental features required from the trusted core. Typically,
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the integrity of the nodes can be guaranteed using hardware

based checks. However, there is little that can be done to

prevent the adversary performing co-located jamming of

the wireless medium. Thus even under weak adversarial

assumptions, it is difficult to guarantee availability.

Integrity during propagation can be ensured by using mes-

sage integrity checks using low complexity crypto primitives.

However, this requires the overhead of key management. It

also introduces significant computational overhead and an

increase in transmission bandwidth, both of which may be

undesirable for the low power networks we consider.

A more subtle requirement may be to prevent leakage of

the data from the trusted core as it may allow the adversary

to adapt its behavior. This can be prevented by encrypting the

entire message. This however, consumes significant power.

The properties described here may alternately be achieved

by concealing the identity of the trusted nodes from an

adversary. In the absence of knowledge about the specific

location or identity of a trusted node, an adversary can

neither jam its transmissions or corrupt its observations. Thus

privacy of the identity and location of the nodes of a trusted

core is sufficient for its functionality.

III. PHYSICAL LAYER METHOD

We utilize the physical layer authentication scheme in [10]

to ensure privacy of the trusted core. Here we briefly present

important aspects of their scheme and notation relevant to our

discussion. For details, constraints and performance metrics

of the system, the reader is referred [10].

Consider a system where the sender wishes to transmit

a signal s = {s1, s2, . . . , sL} to the receiver with some

additional information t to authenticate the sender. Let k
be the shared key between the sender and the receiver.

The sender generates the authentication tag as t = g(k, s).
g(·) represents a ‘secure’ tagging scheme (e.g: keyed hash

function). The sender superimposes the tag on the signal

waveform to transmit x = ρss + ρtt, where ρs, ρt ∈ (0, 1)
represent the power allocation to the signal and tag.

Assume a Rayleigh block fading (slow fading) channel.

The channel for the transmitted block is denoted by h ∼
CN(0, σ2

h). CN denotes a circularly symmetric complex

Gaussian variable. The receiver observes the block y =
h·x+w, where w = {w1, . . . wL} and wk ∼ CN(0, σ2

w), ∀k.

Using the estimation techniques highlighted in [10], the

receiver recovers the transmitted signal ŝ and the expected

tag t̂ = g(k, ŝ). The receiver authenticates the sender by

verifying the presence of the tag in the residue

r =
1

ρt
(x̂− ρsŝ). (1)

The receiver obtains the test statistic τ by applying a

matched filter to the residue with the estimated tag, τ = t̂Hr.

The receiver performs a threshold test with hypotheses

H0 : t̂ is not present in r

H1 : t̂ is present in r. (2)

Assuming perfect channel estimation (ĥ = h) and tag

estimation (̂t = t), the statistic for the tagged and non tagged

scenarios are
τ |H1 =|ti|

2 + v,

τ |H0 =

(

1− ρs
ρt

)

tHs+ v, (3)

where, conditioned on t, v ∼ N (0, Lσ2
w/ρ

2
t |h|

2). Addition-

ally, E[τ |H0] = 0, since we assume E[sHt] = 0. Thus the

receiver performs simple threshold test as

τ ≷H1

H0
τth.

We emphasize that due to the low power of the tag, a

node aware of its structure can verify its existence. However,

a node without knowledge of the tag will not be able to

check if a message contains it. This property is critical as it

guarantees privacy in the scheme.

IV. SYSTEM DESCRIPTION

Consider an ad-hoc network of N distributed mobile nodes

M = {M1, . . .MN}. Each node is a low power device

equipped with sensors of varying capabilities. The goal of

the network is to collaborate to achieve an objective such as

tracking an object or estimating the state of the system. This

may be done via methods illustrated in Section II.

Assume a subset of Nt nodes to constitute the trusted

core TC. A node may be part of the trusted core due to a

higher degree of fault tolerance (trusted hardware), or robust

measurements (better sensors) or simply due to a social

hierarchy (platoon commanders). We assume each node to

be aware of its capabilities (i.e. membership to the trusted

core). However, regular nodes do not have any global view

of the trusted core, nor any apriori knowledge of the identity

of the trusted nodes.

This is a typical scenario as nodes may be continuously

added to the network, several of which may be a part of the

trusted core. Additionally, in a network, the configuration of

the trusted core may differ for different tasks. For example,

the trusted core for a sensing task may consist of nodes

with a better sensor. For a coordinated movement task the

trusted core may consist of nodes with GPS locators. In such

dynamic scenarios, the distribution of a list of trusted nodes

will induce significant overhead.

We assume the existence of a pre-shared key k by nodes

of the network. Further, we consider that nodes strictly

adhere to the collaboration protocol unless they have been

compromised or in certain cases of arbitrary failures. As

power of the nodes is limited, we do not consider the use

of cryptographic methods for covertness, authentication or

integrity protection.

A. Adversarial Model

Consider a set A of Nc adversaries. The goal of the

adversaries is to defeat the network objective. In the case of

state estimation, it may be to provide false state information.

In a global consensus, this may be to force the network to

converge to an incorrect value or not converge at all.

We limit our analysis to an external adversary, i.e: the

adversary does not possess the group key k. The adversary

compromises the network by disabling a subset of the nodes
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via jamming or injecting spurious measurements by imper-

sonating genuine nodes. In the latter case, the adversary may

impersonate nodes it has disabled. We assume the adversary

can compromise at most Nc < N nodes.

As discussed in Section II, the presence of a trusted

core makes the system robust to adversarial behavior. Thus

maximum impact of an attack would be caused by reducing

the size of the trusted core or impersonating the nodes in the

trusted core. Thus we may assume that the primary objective

of the adversary is to identify the nodes in the trusted core

and disable and impersonate them.

In scenarios where the adversary is capable of capturing a

node, we assume that the group key k and certain operations

of the collaborative algorithm are not leaked. This may be

ensured by delegating such operations and key storage to

secure hardware modules present on the nodes. Architectures

involving TrustZone or the Trusted Platform Module (TPM)

can typically guarantee integrity of small operations and

areas of the memory even in compromised nodes.

B. Message Tagging

We consider the nodes in the trusted core to utilize the tag

described in Section III to identify themselves to the rest of

the network. The nodes generate the tag as follows

t = HMACk(ID, TS),

where HMACk(·) denotes a message authentication code on

a message using the private key k. ID denotes the identity of

the transmitting node and TS denotes a timestamp embedded

in the message (or sequence number). We allocate a small

amount of power, ρ2t ∈ [0.001, 0.05], to the tag.

Similar to the procedure in Section III, the receiver extracts

ID and TS from the message, and computes the test statistic

to decide whether the message received is from a member

of the trusted core.

The security properties of an HMAC ensure that an

adversary cannot generate the expected tag without without

knowledge of the key k. Furthermore, any tag t′ generated

with an assumed key k′ will be uncorrelated to the original

tag t. Intuitively, this guarantees that given a set of observed

messages, the adversary cannot identify messages tagged by

the trusted core, thus preserving the identity and location of

trusted nodes.

Note: Using a pre-shared key, such privacy can be trivially

achieved by encrypting all transmitted messages. An adver-

sary unable to decode the packets cannot identify the trusted

nodes. However, this requires encryption of all messages

transmitted by all nodes, irrespective of whether they belong

to the trusted core. This incurs significant overhead by the

sender and receiver. In our scheme, we only tag messages

originating from the trusted core, which would be small

compared to the size of the network.

C. System Example

To demonstrate our scheme we utilize the problem formu-

lation in [8]. The network is used for state estimation of a

linear random process

x(k + 1) = Ax(k) +w(k), (4)

where x ∈ R
m is the system state and w(k) ∈ R

m is the

state noise, w(k) ∼ N (0, Q). Each node has a linear sensor

model

yi(k) = Cix(k) + vi(k),

where yi(k) ∈ R
pi is the observation at node i and vi(k) ∈

R
pi is the observation noise, vi(k) ∼ N (0, Vi). We use the

weighted DKF algorithm in [8] for estimation. The weights

represent trust value for the reporting node inferred by the

computing node. The trust for node j as inferred by node i
is denoted as tij .

Let the graph G = (M, E) denote the topology of the

network where M denotes the set of all nodes and E
denotes the set of all edges (eij ∈ E if node i is within

the communication range of node j). For our scenario, we

assume the links to be symmetric. Define the neighborhood

Ni of a node i as Ni = {j | eij ∈ E}.

During each iteration, a node i receives state information

from its neighborhood. For each packet received, it extracts

the residue, rj , using (1) and generates the expected tag

t̂j using the identity of the node j and the timestamp

TS retrieved from the packet. It computes the test statistic

τij = t̂Hj rj . It updates the global trust for other nodes as

∀j ∈ M, tij =
1

|Ni|





∑

{k∈Ni|τik<τth}

tiktkj

+
∑

{k∈Ni|τik≥τth}

tmaxtkj



 , (5)

where τth denotes the decision threshold to determine valid-

ity of the tag and tmax is the trust value for the trusted core.

Typically, tmax = 1.

Occasionally, due to a false positive in the test for the tag,

a non-trusted node will be assigned a higher weight. The

probability of such an event may be computed as

Pfa = P[τij > τth|H0].

Based on the application and tolerable errors, this can be

adjusted by varying the τth.

V. SYSTEM SECURITY

We now consider the privacy guarantees provided by the

tagging scheme. Intuitively, security of our scheme follows

from stealth of the tag in [10]. Without apriori knowledge

of the tag, an adversary cannot distinguish between a trusted

node and a regular node. Thus, the best the adversary can

do is to randomly select the nodes to attack.

A. Privacy Definition

We define the privacy of the system as a function of the

adversary being able to distinguish between variations of the

trusted core by observing the packets exchanged.

Definition 1: Consider an adversary A of Nc strength,

i.e. the adversary compromises Nc nodes. Let the size of

the trusted core be Nt. The adversary A upon observing a

set of packets exchanged in the network, P(·), dependent

on the trusted core configuration St, chooses a set Sc ⊂
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M to attack. The loss in privacy Lpriv due to adversarial

observations is defined as

Lpriv = max
{A,St,Sc}

|P[A(P(St)) = Sc]

− P[A(P(S′
t)) = Sc]|, (6)

where St, S
′
t ⊂ M are two sets of nodes representing the

trusted core such that St 6= S′
t and |St| = |S′

t| = Nt. Further,

|Sc| = Nc.

The loss metric Lpriv ∈ [0, 1] quantifies the strength of the

system against an adversary. Let A∗ be the optimal adversary,

i.e. one that is to maximally identify the trusted core

A∗ = argmax
A

|A(P(St)) ∩ St|

Theorem 1: Consider a system with uniform distribution

of trusted nodes, such that the loss of privacy Lpriv ≤ ǫ.
Then for the adversary A∗ with bounded strength Nc,

E [|A∗(P(St)) ∩ St|]

E[|AU () ∩ St|]
≤ (1 + ǫ · O(poly(N))), (7)

where AU () denotes an adversary which picks a uniform set

of size Nc to be attacked.

Proof: In Appendix

This illustrates that if the loss of privacy is small, no

adversary can do better than random sampling.

B. Adversary Strategy

We consider an adversary capable of observing all network

communication. This enables the adversary to obtain all the

residues, following the procedure of a regular receiver. Since

the adversary cannot perform matched filtering, due to the

absence of the key k, its strategy is limited to detecting tags

by by performing statistical inference tests on the residue for

anomalies. Consider the residues obtained by the adversary.

ri = ti +
ĥ∗
i

ρt|ĥi|2
wi, i = 1, 2, . . . , .

Depending on the test statistic, the index may denote node

or time. An adversary may perform correlation on residues

to obtain more robust test statistics, e.g:

r12 = rH
1
r2 = tH

1
t2 +

ĥ∗
2

ρt|ĥ2|2
tH
1
w2

+
ĥ∗
1

ρt|ĥ1|2
w1

Ht2 +
ĥ∗
1ĥ2

ρ2t |ĥ1|2|ĥ2|2
wH

1 w2. (8)

We exemplify a few common statistics the adversary may

use to perform the goodness-of-fit tests (e.g. Kolmogorov-

Smirnov test) for distinguishing nodes

E1. Comparing series of residues with white Gaussian noise

(channel noise) (r1 vs. noise)

E2. Comparing series of residues from two different nodes

to isolate individual trusted nodes (r1 vs. r2).

E3. Correlating residues from pairs of nodes for comparison

(r12 vs. r34).

E4. Generating a random tag, correlating the residue against

the tag and comparing with white Gaussian noise (chan-

nel noise) (r12, where w2 = 0, vs. noise)

We discuss examples of the tests and the results via

simulation in Section VI. Here we quantify the privacy loss

(6) for a simple example.

Single Adversary Example: Consider the scenario of a

single adversary, i.e: Nc = 1, and a single trusted node

Nt = 1. The adversary performs experiment (E1), i.e:

Lilliefors test [11] for every residue using channel statistics,

to obtain a decision; false if the residue follows Gaussian

distribution, true otherwise. The adversary considers all the

nodes which yield a true decision and randomly selects a

node. Denote the probability of detection for the test as (α)

and the probability of false alarm as (β). Considering that a

tagged signal, has normal distribution with slightly different

variance from the channel noise, we argue that α would be

small. To compute (6), we obtain 3 scenarios, i.e:

A1. Trusted node not selected (Sc ∩ St = Sc ∩ S′
t = ∅)

A2. Sc ∩ St = Sc ∩ S′
t

A3. Trusted node selected for one case only (Sc ∩ St =
St, Sc ∩ S′

t = ∅)

Clearly, the difference in the probabilities for (A1) is 0,

and (A2) is an impossible event as St = S′
t is a contradiction.

Thus the Lpriv is obtained by considering (A3). Thus

P[Sc = St] =
1

N

[

(1 − α)(1 − β)N−1 +
α

β
(1− (1 − β)N )

]

.

The adversary is incorrect when the trusted node fails to be

detected and one of the incorrect nodes is flagged, i.e:

P[Sc ∩ S′
t = ∅] =

1

N
(1− α)(1 − β)N−1

+
1

N − 1
(1− (1 − β)N−1)

−
α

β

1

N(N − 1)

(

1− (1− β)N −Nβ(1− β)N−1
)

.

Thus we obtain

Lpriv =

∣

∣

∣

∣

1

N − 1
(1 − (1− β)N−1)

(

1−
α

β

)∣

∣

∣

∣

.

It can be observed that for a small value of α, as ensured

by our design, the loss of privacy is low. Thus the adversary

would not perform much better than random selection. As

a special case, if we can ensure that the α is equivalent to

false positive of the statistical test used by the adversary, i.e.

α ≈ β, we obtain no loss of privacy.

Though the argument above is for a simple adversary, it

highlights the gain obtained by our scheme. We discuss via

simulations the gain for more complex adversarial scenarios.

VI. SIMULATION RESULTS

We verify our assertions via MATLAB simulations. First

we highlight the influence of adversarial behavior in the

absence of our scheme. We then present the performance

of our scheme to mitigate adversarial behavior.

A. Consequences of compromised trusted core

We illustrate the influence of an adversary that is able to

violate the security assumptions of the trusted core. Consider

a sensor network to track an object moving in the 2-D

plane. The network size is N = 100. The communication

neighborhood is determined using the unit disk model. The

target trajectory follows (4), with A = [1 -0.02; 0.02 1]. Each

sensor can only sense one dimension of the target’s position,

i.e. half sense the x-direction (C = [1 0; 0 0]) and rest, the
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y-direction (C = [0 0; 0 1]). The size of the trusted core is

Nt = 20.

We model an adversary capable of tampering with the

measurements of the compromised sensors. At iteration k,

the adversary compromises the observation of the ith sensor

by adding an offset ai(k) to the measurement, i.e. ya
i (k) =

yi(k) + ai(k). The number of compromised nodes is set to

Nc = 45. We consider ai(k) = [10, 10], ∀ (i, k),

Consider the scenario where an adversary successfully

identifies a subset of the trusted core. We consider the simple

case where the identified trusted core nodes are jammed.

This effectively reduces the size of the trusted core. The

compromise of a node not in the trusted core involves

alteration of the measurements, as described above. We

simulate the scenario with a varying percentage of the trusted

core compromised by the adversary.

The performance degradation in tracking error due to

decrease in size of the trusted core can be clearly observed in

Fig. 1. However, even with a few trusted nodes remaining, the

error significantly improves over traditional methods. This is

due to the malicious nodes being detected and assigned lower

weights based on their trust values.
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Fig. 1. MSE of good nodes with varying number of compromised trusted
nodes (jamming).

Next we simulate the adversary that identifies the trusted

nodes (as before) and tampers with their measurements by

adding an offset. Figure 2 shows the severe performance

degradation of the network when the trusted nodes provide

malicious data. Furthermore, due to malicious measurements

being given higher weights, the performance for several cases

is worst than the traditional methods.
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Fig. 2. MSE of good nodes with varying number of compromised trusted
nodes (measurement offset).

This clearly signifies the importance of concealing the

identity of the trusted core. Compromise of privacy of even

a fraction of the trusted core can lead to significant decrease

in performance.

B. Performance and security of embedded tags

We now present the performance of the tagging scheme

for preserving privacy and avoiding the situations above.

1) Robustness: It is critical to detect the presence of the

tags accurately. A weak scheme can be a cause for denial-of-

service even in the absence of an external adversary. Using

parameters of [10], in Figure 3, we plot the authentication

probabilities in various channel conditions.

We allocate 1.5% of the signal power to the tag, i.e. ρ2t =
0.015. We use Pfa = 0.01 to determine the threshold τth We

can see that even in poor channel conditions, the probability

of correctly detecting the tag is high.
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Fig. 3. Tag authentication probabilities under various channel conditions.

2) Stealth: The most important property of the tags is the

inability of the adversary to detect them without knowledge

of the secret key k. As discussed in Section V-B, th adversary

can perform statistical inference tests on individual residues

or correlated residues.

First, we consider the case where the adversary performs

Lilliefors test on the residue to observe deviation from

Gaussian distribution. We simulate the system using a tag

to noise ratio of -10 dB. Lilliefors test with a 1% confidence

(prob. false positive) returns negative with average p-value

0.37. Therefore the adversary does not have enough statistical

confidence to discern between residue with tag or just noise.

Next, we consider correlation (time, space) based scenar-

ios from Sec. V-B. We simulate identification of pairs of

nodes in the trusted core by correlating residues from every

pair and performing Kolmogorov - Smirnov test.
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Fig. 4. Adversary’s false positive confidence for different pairs of
correlation data.
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From Fig. 4 we observe that the adversary achieves max-

imum distinguishability when comparing correlation data

from two residues with tag against correlation data from two

residues without tag. However, the number of observations

required to obtain a statistically significant deviation is

extremely large and impractical.

As an example, we perform these tests in the context of

an adversary of size Nc = 10 with Nt = 1. We observe the

number of times (T) the adversary was able to compromise

the trusted node in 10000 iterations.

1) Perform Lilliefors test on the residues. Select Nc nodes

whose residues have the lowest p-values. T = 1018
2) Correlate the residues with a generated tag. Select Nc

nodes whose correlations are highest. T = 1099
3) Select Nc nodes randomly. T = 1058

Thus it can be deduced that in the proposed tagging sys-

tem, the evidence generated by the adversary is insufficient

to gain any advantage over purely random selection of nodes

to attack.

VII. CONCLUSIONS

In this paper we discussed the role and significance of

a trusted core in distributed control systems. We proposed

privacy as a means to fulfill the the security assumptions

for the TC. Further we defined a privacy metric and char-

acterized the adversarial advantage relative to the metric.

We utilized a low-cost physical layer technique to provide

identity privacy and security in wireless networked systems.

For certain scenarios, we characterized the privacy loss of

our scheme both analytically and via simulations.

APPENDIX

An equivalent way to represent a set S ⊂ M is a length-N binary
vector where the ith index is 1 if node i ∈ S, and 0 otherwise.
Let T be the set of all vector representations of a trusted core.
T is the set of length-N binary vectors with Hamming weight
Nt. Similarly, let C be the set of all vector representations of an
adversary’s attack selection. C is the set of length-N binary vectors
with Hamming weight Nc. We use T and C to denote the random
vectors representing the trusted core and adversary’s selection. t

and c denote realizations of those random vectors. For a system
with loss of privacy Lpriv = ǫ,

∣

∣P[A(P(t)) = c]− P[A(P(t′)) = c]
∣

∣ ≤ ǫ,∀A (9)

Theorem 1 can be equivalently stated as

max
A

E[A(P(T))TT]

E[AU ()TT]
≤ (1 + ǫ · O(poly(N))) (10)

To prove Theorem 1 we will need the following lemmas
Lemma 1:

E[AU ()
T
T] =

NcNt

N
. (11)

Proof: Since the trusted nodes are distributed uniformly and
AU (·) is uniform and independent of T,

E[AU ()
T
T] = E[AU ()]

T
E[T]

=
Nc

N

Nt

N
1
T
1 =

NcNt

N
.

Lemma 2:

∑

c∈C

c =

(

N

Nc

)

Nc

N
1,

∑

t∈T

t =

(

N

Nt

)

Nt

N
1. (12)

Proof: It is sufficient to prove the first equality as the second
equality follows similarly. Since C is the set of all length-N binary
vectors with Hamming weight Nc, |C| =

(

N

Nc

)

. Thus, the sum

Hamming weight of all vectors of C is Nc|C|. This is also the sum
of all elements of

∑

c∈C c. Since the elements of this summation

vector are the same, each element is
Nc|C|
N

=
(

N

Nc

)

Nc

N
.

Proof: [Proof of Theorem 1]

E[A(P(T))TT]

=
∑

t∈T

P[T = t]A(P(t))T t =
1

|T |

∑

t∈T

A(P(t))T t

=
1

|T |

∑

t∈T

∑

c∈C

P[A(P(t)) = c]cT t

≤
1

|T |

∑

t∈T

∑

c∈C

(P[A(P(t0)) = c] + ǫ) cT t

=
1

|T |

∑

t∈T

∑

c∈C

P[A(P(t0)) = c]cT t+ ǫ
1

|T |

∑

t∈T

∑

c∈C

c
T
t

=
1

|T |

∑

c∈C

P[A(P(t0)) = c]cT
∑

t∈T

t+ ǫ
1
(

N

Nt

)

(

N

Nc

)(

N

Nt

)

NcNt

N

=
1

|T |

∑

c∈C

P[A(P(t0)) = c]

(

N

Nt

)

Nt

N
c
T
1+ ǫ

(

N

Nc

)

NcNt

N

=
1

|T |

∑

c∈C

P[A(P(t0)) = c]

(

N

Nt

)

Nt

N
Nc + ǫ

(

N

Nc

)

NcNt

N

=
1
(

N

Nt

)

(

N

Nt

)

Nt

N
Nc + ǫ

(

N

Nc

)

NcNt

N
=

NcNt

N

(

1 + ǫ

(

N

Nc

))

Where t0 is a particular trusted core configuration. The inequality
makes use of the privacy guarantee of the system. Since for bounded
Nc,

(

N

Nc

)

< NNc = O(poly(N)), we have the proof.
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