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A Generalized Gossip Algorithm
on Convex Metric Spaces

Ion Matei, Christoforos Somarakis, and John S. Baras, Life Fellow, IEEE

Abstract—A consensus problem consists of a group of dynamic
agents who seek to agree upon certain quantities of interest. This
problem can be generalized in the context of convex metric spaces
that extend the standard notion of convexity. In this paper we
introduce and analyze a randomized gossip algorithm for solv-
ing the generalized consensus problem on convex metric spaces,
where the communication between agents is controlled by a set
of Poisson counters. We study the convergence properties of the
algorithm using stochastic calculus. In particular, we show that
the distances between the states of the agents converge to zero
with probability one and in the rth mean sense. In the special case
of complete connectivity and uniform Poisson counters, we give
upper bounds on the dynamics of the first and second moments
of the distances between the states of the agents. In addition, we
introduce instances of the generalized consensus algorithm for
several examples of convex metric spaces together with numerical
simulations.

Index Terms—Consensus, convex metric spaces, gossip algo-
rithms, stochastic differential equations.

I. INTRODUCTION

D ISTRIBUTED algorithms are found in applications re-
lated to sensor, peer-to-peer and ad-hoc networks. A

particular distributed algorithm is the consensus (or agreement)
algorithm, where a group of dynamic agents seek to agree
upon certain quantities of interest by exchanging information
among themselves, according to a set of rules. This problem
can model many phenomena involving information exchange
between agents such as cooperative control of vehicles, forma-
tion control, flocking, synchronization, parallel computing, etc.
Distributed computation over networks has a long history in
control theory starting with the work of Borkar and Varaiya [1],
Tsitsikils et al. [32], [33] on asynchronous agreement prob-
lems and parallel computing. A theoretical framework for
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solving consensus problems was introduced by Olfati-Saber
and Murray in [19], [20], while Jadbabaie et al. [8] studied
alignment problems for reaching an agreement. Relevant ex-
tensions of the consensus problem were done by Ren and
Beard [25], by Moreau [16] or, more recently, by Nedic and
Ozdaglar [17], [18].

Network topologies change with time (as new nodes join and
old nodes leave the network) or exhibit random behavior due
to link failures, packet drops, node failure, etc. This motivated
the investigation of consensus algorithms under a stochastic
framework [6], [11], [13], [22], [26], [27]. In addition to
network variability, nodes in sensor networks operate under
limited computational, communication, and energy resources.
These constraints have motivated the design of “gossip” algo-
rithms, in which a node communicates with a randomly chosen
neighbor. Studies of randomized gossip consensus algorithms
can be found in [2], [29]. In particular, consensus based gossip
algorithms have been extensively used in the analysis and
study of the performance of wireless networks, with random
failures [21].

In this paper, we introduce and analyze a generalized ran-
domized gossip algorithm for achieving consensus. The algo-
rithm acts on convex metric spaces, which are metric spaces
endowed with a convex structure. We show that under the
given algorithm, the agents’ states converge to consensus with
probability one and in the rth mean sense. The convergence
study is based on analyzing the dynamics of a set of stochastic
differential equations driven by Poisson counters. Additionally,
for a particular network topology we investigate in more depth
the rate of convergence of the first and second moment of the
distances between the agents’ states. We present instances of
the generalized gossip algorithm for three convex metric spaces
defined on the set of real numbers, the collection of compact,
convex sets, and the set of discrete random variables. It is
widely recognized that asymptotic agreement among agents
is achieved if their states move towards the interior of the
convex hull they define. This fundamental notion is explained
in [16] for dynamics evolving in finite dimensional Euclidean
spaces. In our work we extend these results to be applicable in
convex metric spaces. Then one can define update algorithms
which yield asymptotic consensus over autonomous agents, a
probabilistic-gossip alternative of which is the topic of this pa-
per. Generalizing the convex property to non-Euclidean spaces
allows for dropping a number of smoothness assumptions on
the dynamics. For example, the continuity assumption of the
maps in [16], necessary for the stability analysis together
with properties such as compactness and boundedness are no
longer necessary. The present work is a continuation of our
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previous results regarding the consensus problem on convex
metric space, where only deterministic, time-varying commu-
nication topologies are studied [9], [10], [12]. Compared with
the aforementioned work, the stochastic framework assumed
in the current paper requires a completely different approach
for studying the convergence properties of the algorithm. A
preliminary short version of this paper can be found in [14],
where due to space limitations most of the results are introduced
without proof. Here, we refine and improve the results initially
introduced in [14], we include all necessary proofs together
and some new examples of convex metric spaces and their
corresponding agreement algorithms.

The paper is organized as follows. Section II introduces
the main concepts related to convex metric spaces. Section III
formulates the problem and states our main results. Sections IV
and V give the proof of our main results, together with pertinent
preliminary results. In Section VI, for a complete communi-
cation topology and uniform Poisson counters, we present an
in-depth analysis of the rate of convergence to consensus, in
the first and second moments sense. Section VII shows in-
stances of the generalized consensus algorithm for three convex
metric spaces.

Basic Notations: Given W ∈ R
n×n by [W ]ij we refer to

the (i, j) element of the matrix. The underlying graph of W
is a graph of order n without self loops, for which every
edge corresponds to a non-zero, off-diagonal entry of W . We
denote by 1l{A} the indicator function of the event A. Given two
symmetric matrices M1 and M2, by M1 � M2 (M1 � M2) we
understand that M1 −M2 is a positive definite (positive semi-
definite) matrix. Additionally, by M1 ≺ M2 (M1 � M2) we
understand that M2 −M1 is a positive definite (positive semi-
definite) matrix.

II. CONVEX METRIC SPACES

In this section, we introduce a set of definitions and basic re-
sults about convex metric spaces. Additional information about
the following definitions and results can be found in [30], [31].

Definition 2.1 ([31, pp. 142]): Let (X , d) be a metric space.
A mapping Ψ : X × X × [0, 1] → X is said to be a convex
structure on X if

d (u,Ψ(x, y, λ)) ≤ λd(u, x) + (1− λ)d(u, y)

∀x, y, u ∈ X and ∀λ ∈ [0, 1].
Definition 2.2 ([31, pp. 142]): The metric space (X , d)

together with the convex structure Ψ is called a convex metric
space, and is denoted henceforth by the triplet (X , d,Ψ).

Definition 2.3 ([31, pp. 144]): A convex metric space
(X , d,Ψ) is said to have Property (C) if every bounded decreas-
ing net of nonempty closed convex subsets of X has a nonempty
intersection.

Fortunately, convex matric spaces satisfying Property (C) are
not that rare. Indeed, by Smulian’s Theorem ([3, page 443]),
every weakly compact convex subset of a Banach space has
Property (C).

The following definition introduces the notion of convex set
in convex metric spaces.

Definition 2.4 ([31, pp. 143]): Let (X , d,Ψ) be a convex
metric space. A nonempty subset K ⊂ X is said to be convex if
Ψ(x, y, λ) ∈ K, ∀x, y ∈ K and ∀λ ∈ [0, 1].

Let P(X ) be the set of all subsets of X . We define the set
valued mapping Ψ̃ : P(X ) → P(X ) as

Ψ̃(A)
Δ
= {Ψ(x, y, λ)| ∀x, y ∈ A, ∀λ ∈ [0, 1]}

where A is an arbitrary subset of X .
In Proposition 1 of [31, p. 143] it is shown that in a convex

metric space, an arbitrary intersection of convex sets is also
convex, and therefore the next definition makes sense.

Definition 2.5 ([30, p. 11]): Let (X , d,Ψ) be a convex metric
space. The convex hull of the set A ⊂ X is the intersection of
all convex sets in X containing A and is denoted by co(A).

Another characterization of the convex hull of a set in X
is given in what follows. By defining Am

Δ
= Ψ̃(Am−1) with

A0 = A for some A ⊂ X , it is discussed in [30] that the set
sequence {Am}m≥0 is increasing, lim supm→∞ Am exists,
and lim supm→∞ Am = lim infm→∞ Am = limm→∞ Am =⋃∞

m=0 Am.
Proposition 2.1 ([30, p. 12]): Let (X , d,Ψ) be a convex

metric space. The convex hull of a set A ⊂ X is given by

co(A) = lim
m→∞

Am =
∞⋃

m=0

Am.

It follows immediately from above that if Am+1 = Am for
some m, then co(A) = Am.

We give several examples of convex metric spaces in Sec-
tion VII. Among them, the most familiar convex metric space
in the set of real numbers, together with the Euclidean distance
and the standard convex combination operator. More interesting
convex metric spaces are based on the collection of compact,
convex sets on R

n and on the set of discrete random variables.
We show that the collection of compact, convex sets endowed
with the Hausdorff distance and a convex structure based on the
Minkowski sum is indeed a convex metric space. This space
allows us to generate set dynamics that will drive a collection
of sets to the same value. Similarly, the set of discrete random
variables endowed with the (expected value) of the discrete
metric and a convex structure based on indicator functions is
also a convex metric space. As it will be seen later, such a
space allows for generating probabilistic consensus algorithm
on finite, countable sets.

III. PROBLEM FORMULATION AND MAIN RESULTS

Let (X , d,Ψ) be a convex metric space. We consider a set
of n agents indexed by i, with states denoted by xi(t) taking
values on X , where t represents the continuous time.

A. Communication Model

The communication among agents is subject to a commu-
nication network modeled by a undirected graph G = (V,E),
where V = {1, 2, . . . , n} is the set of agents, and E = {(j, i)|j
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can send information to i} is the set of edges. In addition, we
denote by Ni the inward neighborhood of agent i, i.e.,

Ni
Δ
= {j| (j, i) ∈ E}

where by assumption node i does not belong to the set Ni.
We make the following connectivity assumption.
Assumption 3.1: The graph G = (V,E) is connected.

B. Randomized Gossip Algorithm

In the following, we describe the mechanism used by the
agents to update their states. Agents can be in two modes:
sleep mode and update mode. Let Ni(t) be a Poisson counter
associated to agent i. In the sleep mode, the agents maintain
their states unchanged. An agent i exits the sleep mode and
enters the update mode when the associated counter Ni(t)
increments its value. Let ti be a time-instant at which the
Poisson counter Ni(t) increments its value. Then at ti, agent
i picks agent j with probability pi,j , where j ∈ Ni and updates
its state according to the rule

xi

(
t+i

)
= Ψ(xi (ti), xj(ti), λi) (1)

where λi ∈ [0, 1), Ψ is the convex structure and
∑

j∈Ni
pi,j =

1. By xi(t
+
i ) we understand the value of xi(t) immediately after

the instant update at time ti, which can be also written as

xi

(
t+i

)
= lim

t→ti, t>ti
xi(t)

which implies that xi(t) is a left-continuous function of t.
After agent i updates its state according to the above rule, it
immediately returns to the sleep mode, until the next increase
in value of the counter Ni(t).

Assumption 3.2: The Poisson counters Ni(t) are indepen-
dent and with rate μi, for all i.

A similar form of the above algorithm (the Poisson counters
are assumed to have the same rates) was extensively studied in
[2], in the case where X = R.

Let d(xi(t), xj(t)) be the distance between the states of
agents i and j, at time t. We note that since the agents update
their state at random times, the distances between agents are
random processes. We introduce the following convergence
definitions.

Definition 3.1: For given r ≥ 1, we say that the agents
converge to consensus in rth mean sense if

lim
t→∞

E {d (xi(t), xj(t))
r} = 0, ∀ (i, j), i 
= j.

Definition 3.2: We say that the agents converge to consensus
with probability one if

Pr

(
lim
t→∞

max
i,j

d (xi(t), xj(t)) = 0

)
= 1.

The following theorem states our main convergence results.
Theorem 3.1: Under Assumptions 3.1 and 3.2 and under the

randomized gossip algorithm
(a) the agents converge to consensus in rth mean for all

r ≥ 1, in the sense of Definition 3.1;

(b) the agents converge to consensus with probability one, in
the sense of Definition 3.2;

(c) if in addition the convex metric space satisfies Property
(C), then for any sample path ω of state processes, there
exists x∗ ∈ X (that may depend on ω) such that

lim
t→∞

d (xi(t, ω), x
∗(ω)) = 0.

The above theorem states that the agents will reach consensus
in the rth mean sense and almost sure sense. In addition, not
only that the distances between the states of the agents will
converge to zero, but in fact, all agents will converge to some
common point in X with probability one.

We point out that although we use Poisson statistics for the
activation times, other statistics can be used as well. The Pois-
son statistics, however, allow us to use Itô calculus to derive
expressions for the first and second moments of the distances
between agents. Note that even though the communication
graph is assumed undirected, most communications take place
unidirectionally. The only situation when bidirectional links are
required is at the instance an agent wakes up and needs to signal
one of its neighbors that is ready to receive its latest state.

IV. PRELIMINARY RESULTS

In this section, we construct the stochastic dynamics of the
vector of distances between agents. Let ti be a time-instant
at which counter Ni(t) increments its value. According to the
gossip algorithm, the distance between agents i and j at time
t+i is given by

d
(
xi(t

+
i ), xj(t

+
i )

)
= d (Ψ (xi(ti), xl(ti), λi) , xj(ti)) (2)

with probability pi,l. Let θi(t) be an independent and identically
distributed (i.i.d.) random process, such that Pr(θi(t) = l) =
pi,l for all l ∈ Ni and for all t. It follows that (2) can be
equivalently written as

d
(
xi(t

+
i ), xj(t

+
i )

)
=

∑
l∈Ni

1l{θi(ti)=l}d (Ψ (xi(ti), xl(ti), λi) , xj(ti))

where 1l{·} denotes the indicator function. Using the inequality
property of the convex structure introduced in Definition 2.1,
we further get

d
(
xi(t

+
i ), xj(t

+
i )

)
≤ λid (xi(ti), xj(ti))+

+(1− λi)
∑
l∈Ni

1l{θi(ti)=l}d (xl(ti), xj(ti)) . (3)

Assuming that tj is a time-instant at which the Poisson
counter Nj(t) increments its value, in a similar manner as
above, we get that

d
(
xi(t

+
j ), xj(t

+
j )

)
≤ λjd (xi(tj), xj(tj))+

+(1− λj)
∑
l∈Nj

1l{θj(tj)=l}d (xl(tj), xi(tj)) . (4)
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Consider now the scalars ηi,j(t) whose dynamics satisfy (3)
and (4), but with equality, that is

ηi,j
(
t+i

)
= λiηi,j(ti) + (1− λi)

∑
l∈Ni

1l{θi(ti)=l}ηj,l(ti) (5)

and

ηi,j
(
t+j

)
= λjηi,j(tj) + (1− λj)

∑
l∈Nj

1l{θj(tj)=l}ηi,l(tj) (6)

with ηi,j(0) = d(xi(0), xj(0)).
Remark 4.1: Note that the index pair of η refers to the

distance between two agents i and j. As a consequence, ηi,j
and ηj,i will be considered the same objects and counted only
once.

Proposition 4.1: The following inequalities are satisfied
with probability one:

ηi,j(t) ≥ 0 (7)
ηi,j(t) ≤ max

i,j
ηi,j(0) (8)

d (xi(t), xj(t)) ≤ ηi,j(t) (9)

for all i 
= j and t ≥ 0.
Proof: Inequalities (7) and (8) follow immediately, noting

that for any sample path of the Poisson counters, ηi,j(t) are
updated by performing convex combinations of non-negative
quantities. To show inequality (9) we can use an inductive
argument. Let ti be the time instant at which the counter
Ni(t) increments its value and assume that d(xi(ti), xj(ti)) ≤
ηi,j(ti) for all i, j. Immediately after ti, the new value of
d(xi(t), xj(t)) is given by

d
(
xi(t

+
i ), xj(t

+
i )

)
≤ λid (xi(ti), xj(ti))+

+ (1− λi)
∑
l∈Nj

1l{θj(ti)=l}d (xl(ti), xi(ti)) ≤

≤ λiηi,j(ti) + (1− λi)
∑
l∈Ni

1l{θi(ti)=l}ηj,l(ti) = ηi,j
(
t+i

)
.

Therefore, after each increment of counter Ni(t), we get that

d
(
xi

(
t+i

)
, xj

(
t+i

))
≤ ηi,j

(
t+i

)
.

Using the same argument for all Poison counters, inequality (9)
follows. �

We now elaborate on the dynamics of ηi,j(t). From (5) and
(6) we note that ηi,j(t) at time ti and tj must agree with the
solution of a stochastic differential equation driven by Poisson
counters. Namely, we have

dηi,j(t) =

[
− (1− λi)ηi,j(t) + (1− λi)

×
∑
l∈Ni

1l{θi(t)=l}ηj,l(t)

]
dNi(t)+[

− (1− λj)ηi,j(t) + (1− λj)

×
∑
m∈Nj

1l{θj(t)=m}ηi,m(t)

⎤
⎦ dNj(t). (10)

Let us now define the n̄ dimensional vector η = (ηi,j), where
n̄ = n(n− 1)/2 (since (i, j) and (j, i) correspond to the same
distance variable). Equation (10) can be compactly written as

dη(t) =
∑

(i,j),i
=j

Φi,j (θi(t))η(t)dNi(t)

+
∑

(i,j),i
=j

,Ψi,j (θj(t))η(t)dNj(t). (11)

where the n̄× n̄ dimensional matrices Φi,j(θi(t)) and
Ψi,j(θj(t)) are defined as

Φi,j (θi(t)) =

⎧⎪⎨
⎪⎩

−(1− λi) at entry [(i, j)(i, j)]
(1− λi)1l{θi(t)=l} at entries [(i, j)(l, j)],

l ∈ Ni, l 
= j, l 
= i
0 all other entries

and

Ψi,j (θj(t))=

⎧⎪⎨
⎪⎩

−(1− λj) at entry [(i, j)(i, j)]
(1−λj)1l{θj(t)=m} at entries [(i, j)(m, i)],

m ∈ Nj ,m 
= j,m 
= i
0 all other entries.

The dynamics of the first moment of the vector η(t) is given
by

d

dt
E {η(t)} =

∑
(i,j),i
=j

E {Φi,j (θi(t))η(t)μi

+ Ψi,j (θj(t))η(t)μj} . (12)

Using the independence of the random processes θi(t), we can
further write

d

dt
E {η(t)} = WE {η(t)}

where W is a n̄× n̄ dimensional matrix whose entries are
given by

[W ](i,j),(l,m) =⎧⎪⎨
⎪⎩

−(1−λi)μi−(1−λj)μj l= i and m = j
(1−λi)μipi,l l∈Ni, m=j, l 
=j,
(1−λj)μjpj,m l= i, m∈Nj , m 
= i,
0 otherwise.

(13)

The elements of the matrix W are calculated from the elements
of Φi,j and Ψij after taking the expected value in (11). It
is a matrix whose entries depend on the rates of the Poisson
counters, on the parameters of the convex structure, on the
probabilities of choosing neighbors, and on the connectivity
structure of the communication graph. More importantly, it
controls the dynamics of the first moment of η.

The following Lemma studies the properties of the matrix
W , introduced above.

Lemma 4.1: Let W be the n̄× n̄ dimensional matrix defined
in (13). Under Assumption 3.1, the following properties hold:

(a) Let Ḡ be the directed graph (without self loops) corre-
sponding to the matrix W , that is, a link from (l,m) to
(i, j) exists in Ḡ if [W ](i,j),(l,m) > 0. Then Ḡ is strongly
connected.
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(b) The row sums of matrix W are non-positive, i.e.,

∑
(l,m),l 
=m

[W ](i,j)(l,m) ≤ 0, ∀(i, j), i 
= j.

(c) There exists at least one row (i∗, j∗) of W whose sum is
negative, that is,

∑
(l,m),l 
=m

[W ](i∗,j∗)(l,m) < 0.

Proof: (a) Consider the pair of nodes (i, j). From
the structure of matrix W we note that in one step
(i, j) is connected to the set of nodes V(1)

(i,j) = {(l, j)| l ∈
N 1

i }
⋃
{(i,m)| m ∈ N 1

j } (where the pairs (l,m) and (m, l)
are considered equivalent and counted only once, and l 
= m).
Fixing m, from a node (i,m) we can travel in one step to any
node in the set {(l,m)| l ∈ Ni}. Similarly, fixing l, from (l, j)
we can travel in one step to any node in the set {(l,m)| m ∈
Nj}. Therefore, in two steps, the pair (i, j) is connected to

the nodes in the set V(2)
(i,j) = {(l,m)| l ∈ Ni,m ∈ Nj}. Using a

simple inductive argument, from the node (i, j) of graph Ḡ, we
can reach in 2k steps the nodes in the set V(2k)

(i,j) = {(l,m)| l ∈
N k

i ,m ∈ N k
j }, where N k

i denotes all the nodes that can be
reached from node i of graph G in k steps. By Assumption 3.1,
we have that Nn

i = {1, 2, . . . , n}, and therefore in 2n steps we
can visit any node in graph Ḡ starting from (i, j).

(b) Consider a row (i, j). For convenience, let us define the
following positive scalars:

ξi
Δ
= (1− λi)μi and ξj

Δ
= (1− λj)μj . (14)

We can express the sum of the entries of the row (i, j) as

∑
(l,m)

[W ](i,j)(l,m) = −(ξi + ξj) + ξi
∑

l∈Ni,l 
=j,m=j

pi,l +

+ ξj
∑

m∈Nj ,m 
=i,l=i

pj,m ≤ −(ξi + ξj) + ξi + ξj = 0.

(c) Consider an arbitrary row (i, j). The row (i, j) would sum
up to zero in two cases. In the first case, i 
∈ Nj and j 
∈ Ni,
which implies

∑
l∈Ni,l 
=j,m=j

pi,l = 1 and
∑

m∈Nj ,m 
=i,l=i

pj,m = 1

and therefore

∑
(l,m)

[W ](i,j)(l,m) = −(ξi + ξj) + ξi + ξj = 0.

However, having i 
∈ Nj and j 
∈ Ni for all i and j means
that the communication graph G = (V,E) is not (strongly)
connected, contradicting Assumption 3.1. In the second case,
i ∈ Nj and j ∈ Ni and |Ni| = 1 and |Nj | = 1 (that is, node i

has only one neighbor, namely j and j has only one neighbor,
namely i). In this case∑
l∈Ni,l 
=j,m=j

pi,l=pi,j = 1 and
∑

m∈Nj ,m
=i,l=i

pj,m = pj,i = 1

and consequently∑
(l,m)

[W ](i,j)(l,m) = −(ξi + ξj) + ξi + ξj = 0.

But this case means that the nodes i and j are separated from
all other nodes in the graph G = (V,E) and contradicts the
connectivity Assumption 3.1. Therefore, there must exist at
least one row (i∗, j∗) so that∑

(l,m)

[W ](i∗,j∗)(l,m) < 0.

�
Consider now the matrix Q

Δ
=I+εW , where I is the identity

matrix and ε is a positive scalar satisfying the strict inequality

0 < ε <
1

2maxi{ξi}

where ξi and ξj were defined in (14).
The following Corollary follows from the previous Lemma

and describes the properties of the matrix Q.
Corollary 4.1: The matrix Q has the following properties:
(a) The directed graph (without self loops) corresponding to

matrix Q (that is, a link from (l,m) to (i, j) exists if
[Q](i,j),(l,m) > 0) is strongly connected.

(b) The matrix Q is a non-negative matrix with positive
diagonal elements.

(c) The rows of Q sum up to a positive value not larger than
one, that is∑

(l,m),l 
=m

[Q](i,j)(l,m) ≤ 1, ∀(i, j).

(d) There exists at least one row (i∗, j∗) of Q which sums up
to a positive value strictly smaller than one, that is∑

(l,m),l 
=m

[Q](i∗,j∗)(l,m) < 1.

Proof: Noting that the directed graph (without self loops)
corresponding to the matrix Q is identical to the one cor-
responding to the matrix W , part (a) follows. The diagonal
elements of Q are given by

[Q](i,j)(i,j) = 1− ε(ξi + ξj).

Using the fact that 0 < ε(ξi + ξj) < 1, and the obvious obser-
vation that the non-diagonal elements are non-negative, we ob-
tain part (b). The sum of the entries of the row (i, j) is given by∑

(l,m)

[Q](i,j)(l,m) = 1 + ε
∑
(l,m)

[W ](i,j)(l,m)

and using parts (b) and (c) of Lemma 4.1, parts (c) and (d) of
the current Corollary follow, respectively. �
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Remark 4.2: The above Corollary says that the matrix Q is
an irreducible, substochastic matrix, with at least one row sum
less than one. Therefore it’s spectral radius is smaller than 1,
ρ(Q) < 1 by standard results in the theory of Non-Negative
Matrices ([15, p. 685, problem 8.3.7]).

V. PROOF OF THE MAIN RESULTS

In this section we prove the main results presented in
Section III.

A. Proof of Part (a) of Theorem 3.1

We first show that the vector η(t) converges to zero in mean.
By Remark 4.2 we have that the spectral radius of Q is smaller
than one, that is

ρ(Q) < 1

where ρ(Q) = maxī |λī,Q|, with λī,Q, ī = 1, . . . , n̄ being the
eigenvalues of Q. This also means that

Re(λī,Q) < 1, ∀ī. (15)

But since W = (1/ε)(Q− I), it follows that the real part of
the eigenvalues of W are given by

Re(λī,W ) =
1

ε

(
Re(λī,Q)− 1

)
< 0, ∀ī

where the last inequality follows from (15). Therefore, the
solution of the linear dynamics

d

dt
E {η(t)} = WE {η(t)}

is asymptotically stable, and hence η(t) converges in mean
to zero. A standard result in probability theory tells us that
convergence to zero in mean implies (I) convergence to zero
in probability, as well. In addition, from Proposition 4.1, we
have that (II) ηi,j ≤ maxi,j ηi,j(0) with probability one, for all
t ≥ 0. Using a similar argument as in the proof of Theorem 4
[5, p. 310] formulated for a sequence of random variables, and
the properties (I) and (II), we can show that

lim
t→∞

E {ηi,j(t)r} = 0, ∀r ≥ 1.

Using (9) of Proposition 4.1, the result follows.

B. Proof of Part (b) of Theorem 3.1

In the following we show that η(t) converges to zero almost
surely. Equations (5) and (6) show that with probability one
ηi,j(t) is non-negative and that for any t2 ≤ t1, with prob-
ability one ηi,j(t2) belongs to the convex hull generated by
{ηl,m(t1)| for all pairs (l,m)}. But this also implies that with
probability one

max
i,j

ηi,j(t2) ≤ max
i,j

ηi,j(t1). (16)

Hence, for any sample path of the random process η(t), the
sequence {maxi,j ηi,j(t)}t≥0 is monotone non-increasing and
lower bounded. Using the monotone convergence theorem, we
have that for any sample path ω, there exists η̃(ω) so that

lim
t→∞

max
i,j

ηi,j(t, ω) = η̃(ω)

or similarly

Pr

(
lim
t→∞

max
i,j

ηi,j(t) = η̃

)
= 1.

Next, we show that η̃ must be zero with probability one. We
achieve this by showing that there exists a subsequence of
{maxi,j ηi,j(t)}t≥0 that converges to zero with probability one.
In Part (a) we proved that η(t) converges to zero in the rth
mean sense. Therefore, for any pair (i, j) and (l,m) we have
that E{ηi,j(t)ηl,m(t)} converges to zero. Moreover, since

E {ηi,j(t)ηl,m(t)} ≤ max
i,j

ηi,j(0)E {ηl,m(t)}

and since E{ηl,m(t)} converges to zero exponentially fast, we
have that E{ηi,j(t)ηl,m(t)} converges to zero exponentially
as well. Let {tk}k≥0 be a time sequence such that tk = kh,
for some h > 0. From above, it follows that E{‖η(tk)‖2}
converges to zero geometrically. But this is enough to show that
the sequence {η(tk)}k≥0 converges to zero with probability
one by using the Borel-Cantelli Lemma (Theorem 10 of [5, p.
320]). Therefore, η̃ must be zero. Using (9) of Proposition 4.1,
we conclude the proof of Part (b).

C. Proof of Part (C) of Theorem 3.1

We now focus on showing that not only the distances be-
tween the states of the agents converge to zero with probability
one, but in fact the states of the agents converge to some point in
X , with probability one. The essence of the proof is to show that
the convex hull of the states of the agents converge to one point,
for any sample path of the states processes. Let ω be a sample
path of the state process and let {tk}k≥0 be the time instants at
which the Poisson counters increase their values, corresponding
to this sample path. Additionally, let Ak be the set of the agents’
states at time tk, that is Ak = {xj(tk), j = 1 . . . n}. According
to Definition 2.5, Proposition 2.1 and (1) of the randomized
gossip algorithm, we have that

xi(tk+1) ∈ co(Ak), ∀i.

But this also implies the next convex hull’s inclusion

co(Ak+1) ⊆ co(Ak).

From the theory of limit of sequence of sets it follows that there
exists a set A∞ such that

lim sup co(Ak) = lim inf co(Ak) = lim co(Ak) = A∞

where A∞ =
⋂

k≥0 co(Ak).
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Denoting the diameter of the set Ak by

diam(Ak) = sup{d(x, y)| x, y ∈ Ak}

from Proposition 2 of [30], we have that

diam(Ak) = diam (co(Ak)) .

Additionally, in Part (b) we showed that

lim
t→∞

d (xi(t), xj(t)) = 0, ∀ (i, j)

with probability one and therefore, the same is true for the
sample path ω, that is

lim
k→∞

d (xi(tk), xj(tk)) = 0, ∀ (i, j).

But this means that

lim
k→∞

diam(Ak) = lim
k→∞

diam (co(Ak)) = 0

and therefore diam(A∞) = 0. Since the convex metric space
on which the randomized gossip algorithm operates satisfies
Property (C), and the sets Ak are bounded (they have bounded
diameter) and closed (by construction), it follows that the set
A∞ is non-empty. Consequently, there exists a point x∗, which
may depend on ω, so that A∞ = x∗, and the result follows.

VI. RATE OF CONVERGENCE OF THE GENERALIZED

GOSSIP CONSENSUS ALGORITHM UNDER COMPLETE

AND UNIFORM CONNECTIVITY

We note that under our general problem setup, it is difficult to
get explicit formulas for the rate of convergence to consensus,
in the first and second moments. We are able however to obtain
explicit results for the aforementioned rates of convergence
under specific assumptions on the topology of the graph, on the
parameters of the Poisson counters and on the convex structure.

Assumption 6.1: The Poisson counters have the same rate,
that is μi = μ for all i. Additionally, the parameters used by the
agents in the convex structure are equal, that is λi = λ, for all
i. In the update mode, each agent i picks one of the rest n−
1 agents uniformly, that is Ni = N − {i} and pi,j = 1/n− 1,
for all j ∈ Ni.

The following two Propositions give upper bounds on the rate
of convergence for the first and second moments of the distance
between agents, under Assumption 6.1.

Proposition 6.1: Under Assumptions 3.1, 3.2, and 6.1, and
under the generalized gossip algorithm, the first moment of
the distances between agents’ states converges exponentially to
zero, that is

E {d (xi(t), xj(t))} ≤ c1e
α1t, for all pairs (i, j)

where α1 = −2(1− λ)μ/(n− 1) and c1 is a positive scalar
depending of the initial conditions.

Proof: By Proposition 4.1, with probability one we have
that for any pair (i, j) d(xi(t), xj(t)) ≤ ηi,j(t) and there-
fore E{d(xi(t), xj(t))} ≤ E{ηi,j(t)}. But the convergence of
E{ηi,j(t)} is determined by (12) and in particular by the

eigenvalues of matrix W , which are studied in what follows.
From (13) it immediately follows that W is a symmetric matrix
and that every diagonal element is −2(1− λ)μ. Consider an
arbitrary node (i, j) and write the element of the corresponding
row in the following convenient form:

(1, 2), (1, 3), . . . , (1, n)

(2, 3), (2, 4), . . . , (2, n)

. . .

(i− 1, i), (i− 1, i+ 1), . . . , (i− 1, n)

(i, i+ 1), . . . , (i, n)

. . .

(j − 1, j), . . . , (j − 1, n)

(j, j + 1), . . . , (j, n)

(j + 1, j + 2), . . . , (n− 1, n)

where we split it with horizontal lines in 5 segments (num-
bered 1 through 5 from top to bottom). Following (13) ob-
serve that excluding the diagonal, the matrix has exactly
2i− 2 positive elements in segment 1, n− i− 1 positive
elements in segment 2, j − i− 1 positive elements in seg-
ment 3, n− j positive elements in segment 4 and 0 posi-
tive elements in segment 5. Therefore, the total number of
off-diagonal entries in a row is 2n− 4. Again, (13) dictates
that the value in any positive element is μ((1− λ)/(n− 1)).
As a consequence, we conclude that the sum of every row
is α1 = −2((1− λ)μ/(n− 1)), that is obviously the eigen-
value of the right eigenvector 1ln̄, that is the vector of all
ones. Noting that W is symmetric all eigenvalues are real
and by Gershgorin’s theorem (Theorem 7.2.1 of [4, p. 320])
they must lie in the circle (−2(1− λ)μ, r) where r = 2(1−
λ)μ((n− 2)/(n− 1)) is the sum of the non zero, off-diagonal
elements of the rows. Note that the eigenvalue α1 lies exactly on
the boundary of the circle, in the negative half plane. This leads
us to conclude that this is indeed the maximum one. Therefore,
there exists a positive scalar c1 which depends on the initial
conditions such that

E {ηi,j(t)} ≤ c1e
α1t, for all (i, j)

from where the result follows. �
Proposition 6.2: Under Assumptions 3.1, 3.2, and 6.1, and

under the generalized gossip algorithm, the second moment of
the distances between agents’ states converges exponentially to
zero, that is

E
{
d (xi(t), xj(t))

2
}
≤ c2e

α2t, for all pair (i, j)

where α2 = −(μ((2(1− λ2))/(n− 1)) and c2 is a positive
scalar depending of the initial distances between agents.

Proof: As before, by Proposition 4.1, with probabil-
ity one we have that for any pair (i, j)d(xi(t), xj(t)) ≤
ηi,j(t) and therefore E{d(xi(t), xj(t))

2} ≤ E{ηi,j(t)2}. But
E{ηi,j(t)2} ≤ E{‖η(t)‖2}, for any pair (i, j) and therefore is
sufficient to study the convergence properties of the right-hand
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side of the previous inequality. Using Ito’s rule, we can differ-
entiate the quantity ‖η(t)‖2 and obtain

d

dt
‖η(t)‖2=

∑
i,j

η(t)′
[
Φi,j (θi(t)) + Φi,j (θi(t))

′

+Φi,j(θi(t))
′ Φi,j (θi(t))

]
η(t)dNi(t)

+
∑
i,j

η(t)′
[
Ψi,j (θj(t)) + Ψi,j (θj(t))

′

+Ψi,j(θj(t))
′Ψi,j(θj(t))

]
η(t)dNj(t)

from where we get

d

dt
E
{
‖η(t)‖2

}
=

∑
i,j

E
{
η(t)′

[
Φi,j (θi(t)) + Φi,j (θi(t))

′

+Φi,j (θi(t))
′ Φi,j (θi(t))

]
η(t)

}
μi

+
∑
i,j

E
{
η(t)′

[
Ψi,j

(
θj(t)+Ψi,j (θj(t))

′)
+Ψi,j (θj(t))

′ Ψi,j (θj(t))
]
η(t)

}
μj .

Using the independence of the random process θi(t) and
Assumption 6.1, we can further write

d

dt
E
{
‖η(t)‖2

}
= μ

∑
i,j

E {η(t)′Hη(t)}

where

H=E
{
Φi,j(θi(t))+Φi,j (θi(t))

′+Φi,j (θi(t))
′ Φi,j (θi(t))+

+Ψi,j (θj(t))+Ψi,j (θj(t))
′+Ψi,j (θj(t))

′ Ψi,j (θj(t))
}
.

Using Assumption 6.1, we have

Φi,j (θi(t)) + Φi,j (θi(t))
′ =

(1− λ)

⎧⎪⎨
⎪⎩

−2 at entry (i, j)(i, j)
1l{θi(t)=l} at entries (i, j)(l, j) and

(l, j)(i, j) l ∈ Ni, l 
= j
0 at all other entries,

Φi,j (θi(t))
′ Φi,j (θi(t)) =

(1− λ)2

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1 at entry (i, j)(i, j)
−1l{θi(t)=l} at entries (i, j)(l, j) and

(l, j)(i, j) l ∈ Ni, l 
= j
1l{θi(t)=l} at entries (l, j)(l, j) l ∈ Ni, l 
= j
0 at all other entries,

Ψi,j (θj(t)) + Ψi,j (θj(t))
′ =

(1− λ)

⎧⎪⎨
⎪⎩

−2 at entry (i, j)(i, j)
1l{θj(t)=l} at entries (i, j)(i, l) and

(i, l)(i, j) l ∈ Nj , l 
= i
0 at all other entries,

Ψi,j (θj(t))
′ Ψi,j (θj(t)) =

(1− λ)2

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1 at entry (i, j)(i, j)
−1l{θj(t)=l} at entries (i, j)(i, l) and

(i, l)(i, j) l ∈ Nj , l 
= i
1l{θj(t)=l} at entries (i, l)(i, l) l ∈ Nj , l 
= i
0 at all other entries.

It follows that

E
{
Φi,j (θi(t)) + Φi,j (θi(t))

′} =

(1− λ)

⎧⎪⎨
⎪⎩

−2 at entry (i, j)(i, j)
1

n−1 at entries (i, j)(l, j) and
(l, j)(i, j) l ∈ Ni, l 
= j

0 at all other entries,
E
{
Φi,j (θi(t))

′ Φi,j (θi(t))
}
=

(1− λ)

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1 at entry (i, j)(i, j)
− 1

n−1 at entries
(i, j)(l, j) and (l, j)(i, j) l ∈ Ni, l 
= j

1
n−1 at entries (l, j)(l, j) l ∈ Ni, l 
= j
0 at all other entries,

E
{
Ψi,j (θj(t)) + Ψi,j (θj(t))

′} =

(1− λ)

⎧⎪⎨
⎪⎩

−2 at entry (i, j)(i, j)
1

n−1 at entries (i, j)(i, l) and
(i, l)(i, j) l ∈ Nj , l 
= i

0 at all other entries,
E
{
Ψi,j (θj(t))

′ Ψi,j (θj(t))
}
=

(1− λ)2

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1 at entry (i, j)(i, j)
− 1

n−1 at entries (i, j)(i, l) and
(i, l)(i, j) l ∈ Nj , l 
= i

1
n−1 at entries (i, l)(i, l) l ∈ Nj , l 
= i
0 at all other entries.

Summing up the above matrices, we obtain that H is a sym-
metric matrix that has as diagonal elements quantities of the
form [

−4(1− λ) + (1− λ)2
(
2 +

2n− 4

n− 1

)]
μ

and the off-diagonal, non-zero entries are given by

λ(1− λ)
2

n− 1
μ.

Counting the off-diagonal entries on a row we obtain the same
result as in the case of the first moment. Namely, the number
of non-zero and off-diagonal elements on each row is 2(n− 2).
Also note that the diagonal elements are negative and that the
off-diagonal and non-zero elements are positive for any n ≥
2. Therefore, each row of H sums up to the same value and
consequently H has an eigenvalue

α2 =

[
−4(1− λ) + (1− λ)2

(
2 +

2n− 4

n− 1

)]
μ+

+2(n− 2)λ(1− λ)
2

n− 1
μ = −2(1− λ2)μ

n− 1

corresponding to eigenvector 1n̄, which is the n̄ dimensional
vector of all ones. Note that α2 is negative for 0 ≤ λ < 1
and n ≥ 2. In addition, by Gershgorin’s theorem, we have that
all eigenvalues belong to the circle centered at [−4(1− λ) +
(1− λ)2(2 + (2n− 4)/(n− 1))]μ with radius 2(n− 2)λ(1−
λ)(2/(n− 1))μ and therefore the eigenvalue α2 dominates
the rest of the eigenvalues; eigenvalues that are real due to
symmetry. Therefore, we have that

H � α2I
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and consequently

d

dt
E
{
‖η(t)‖2

}
≤ α2E

{
‖η(t)‖2

}
.

We can further write that

E
{
‖η(t)‖2

}
≤ eα2tE

{
‖η(t0)‖2

}
from where the result follows. �

Remark 6.1: As expected, the rate of convergence of the
upper bounds on the both moments increases with the rate
of the Poisson counters. Interestingly, the maximum rate of
convergence of the upper bounds on the both moments (that
is, the minimum values for α1 and α2) are attained for λ = 0,
meaning that an awaken agent should never pick its own value,
but the value of a neighbor.

Remark 6.2: The all-to-all communication is a connectivity
condition that allows for an explicit calculation of the quanti-
ties α1, α2 in terms of the parameters of the algorithm. Such
calculations are not easy to establish under milder connectivity
assumptions, such as simple connectivity. Note, however, that a
numerical estimates of α1 could be obtained from the spectral
properties of the matrix W defined in (13).

VII. THE GENERALIZED GOSSIP CONSENSUS ALGORITHM

FOR PARTICULAR CONVEX METRIC SPACES

In this section we present several instances of the gossip
algorithm for particular examples of convex metric spaces. We
consider three cases for X : the set of real numbers, the col-
lection of compact, convex sets and the set of discrete random
variables. We endow each of these sets with a metric d and a
convex structure ψ. We show the particular form the generalized
gossip algorithm takes for these convex metric spaces, and give
some numerical simulations of these algorithms.

A. The Set of Real Numbers

Let (X , d) be the standard Euclidean metric space (where
for simplicity we choose X = R). It can be easily verified
that ψ(x, y, λ) = λx+ (1− λ)y is a convex structure, and
therefore (X , d, ψ) is a convex metric space. In this case, the
generalized randomized consensus algorithm takes the form
shown in Algorithm 1.

Note that this algorithm is exactly the randomized gossip
algorithm for solving the consensus problem that was studied
in [2].

B. The Collection of Compact, Convex Sets

For the following example we draw inspiration from the
analysis of linear dynamics driven by compact, convex sets
studied in [23], [24]. Let X = ComConv(Rn) denote the col-
lection of convex, compact sets in R

n. Given two sets X ∈
R

n and Y ∈ R
n, the Minkowski sum between the two set is

defined as X ⊕ Y = {x+ y| x ∈ X, y ∈ Y }. We also define
the multiplication of a set X by a scalar by λX = {λx| x ∈
X}. It can be easily checked that if X,Y ∈ X then λX ⊕ (1−
λ)Y ∈ X , and that λX ⊕ (1− λ)X = X for all λ ∈ [0, 1]. It is
well-known that ComConv(Rn) endowed with the Hausdorff
distance is a complete metric space [28], where the Hausdorff
distance is defined as

H(L,X, Y ) = min
α

{α| X ⊆ Y ⊕ αL, Y ⊆ X ⊕ αL, α ≥ 0}
(17)

with L ⊂ X a symmetric, nonempty set containing the origin.
Let us now define the mapping Ψ(X,Y, λ) = λX ⊕ (1− λ)Y ,
where X,Y ∈ X and λ ∈ [0, 1]. Using the above observations
it should be clear that any set produced by the mapping Ψ
belongs to X . The following proposition shows that Ψ(X,Y, λ)
is indeed a convex structure.

Proposition 7.1: The mapping ψ is a convex structure on X
with respect to the Hausdorff distance.

Proof: All we have to show is that the following inequality
holds:

H(L,U,Ψ(X,Y, λ))≤λH(L,U,X)+(1−λ)H(L,U,X) (18)

for all U,X, Y ∈ X , and λ ∈ [0, 1]. To simplify the proof, we
use the fact that the Hausdorff distance can also be represented
in terms of the support function of a closed, convex set. Given
that the support function at a point z ∈ R

n is given by

s(X, z) = sup
x
{z′x| x ∈ X}

the Hausdorff distance between two closed and convex sets
X,Y can be equivalently expressed as

H(L,X, Y ) = ‖s(X, ·)− s(Y, ·)‖∞ (19)

where ‖ · ‖ is the uniform norm on the unit sphere, that is
‖f‖∞ = supz{f(z)| z′z ≤ 1}. Therefore, we have that

H (L,U,Ψ(X,Y, λ))=‖s(U, ·)−s (Ψ(X,Y, λ), ·)‖∞ . (20)

Observing that the support function of a set λX ⊕ (1− λ)Y
can be expressed as

s (λX ⊕ (1− λ)Y, z) = sup
x,y

{λz′x+ (1− λ)z′y | y, x

∈ X, y ∈ Y } =
=λs(X, z) + (1− λ)s(Y, z)

we have that (20) can be further written as

H (L,U,Ψ(X,Y, λ)) = ‖s (λU ⊕ (1− λ)U, ·)
− s (λX ⊕ (1− λ)Y, ·) ‖∞ =

= ‖λ [s(U, ·)− s(X, ·)]
+(1− λ) [s(U, ·)− s(y, ·)]‖∞ ≤

≤λ ‖s(U, ·)− s(X, ·)‖∞
+ (1− λ) ‖s(U, ·)− s(Y, ·)‖∞ =

=λH(L,U,X) + (1− λ)H(L,U, Y )
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where the last equality followed from (19), and the result
follows. �

For this convex metric space, the randomized gossip consen-
sus algorithm is shown in Algorithm 2.

C. The Set of Discrete Random Variables

Let S = {s1, s2, . . . , sm, . . .} be finite or countable set of
real numbers and let (Ω,F ,P) be a probability space. We
denote by X the space of discrete measurable functions (ran-
dom variable) on (Ω,F ,P) with values in S. We introduce the
operator d : X × X → R, defined as

d(X,Y ) = E [ρ(X,Y )]

where ρ : R× R → {0, 1} is the discrete metric, i.e.,

ρ(x, y) =

{
1 x 
= y
0 x = y

and the expectation is taken with respect to the measure P . It is
not difficult to note that the operator d can also be written as
d(X,Y ) = E[1l{X 
=Y }] = Pr(X 
= Y ), where 1l{X 
=Y } is the
indicator function of the event {X 
= Y }.

We note that for all X,Y, Z ∈ X , the operator d satisfies the
following properties

(a) d(X,Y ) = 0 if and only if X = Y with probability one,
(b) d(X,Z) + d(Y, Z) ≥ d(X,Y ) with probability one,
(c) d(X,Y ) = d(Y,X),
(d) d(X,Y ) ≥ 0,

and therefore is a metric on X . The set X together with the
operator d define themetric space (X , d).

Let γ ∈ {1, 2} be an independent random variable defined on
the probability space (Ω,F ,P), with probability mass function
Pr(γ = 1) = λ and Pr(γ = 2) = 1− λ, where λ ∈ [0, 1]. We
define the mapping Ψ : X × X × [0, 1] → X given by

Ψ(X1, X2,λ)=1l{γ=1}X1+1l{γ=2}X2, ∀X1, X2∈X ,λ∈ [0, 1].

The following propositions shows that indeed (X , d,Ψ) is a
convex metric space.

Proposition 7.2: The mapping Ψ is a convex structure on X .

Fig. 1. Communication network with n = 60 nodes.

Proof: For any U,X1, X2 ∈ X and λ ∈ [0, 1], we have

d (U,Ψ(X1, X2, λ)) =E [ρ (U,Ψ(X1, X2, λ))]
=E[E[ρ(U,Ψ(X1, X2,λ))|U,X1, X2]]=

=E
[
E
[
ρ(U, 1l{γ=1}X1

+1l{γ=2}X2)
]
|U,X1, X2

]
=E [λρ(U,X1) + (1− λ)ρ(U,X2)]
=λd(U,X1) + (1− λ)d(U,X2).

�
For this particular convex metric space, the randomized consen-
sus algorithm is summarized in what follows.

D. Numerical Simulations

In this subsection, we present numerical simulations of the
generalized gossip algorithm in the case of the three convex
metric spaces previously mentioned. We consider two networks
of n = 60 nodes; one fully connected and one simply connected
shown in Fig. 1. The Poisson counter rates were chosen to
be uniformly distributed in the interval [1, 1.5]. The convex
structure parameters were chosen to be uniformly distributed in
the interval [0.1, 0.3]. In the connected case, when the agent i
wakes up, it picks one of its neighbor with probability (1/|Ni|).
In the fully connected case it picks an agent with probability
1/(n− 1).

For each of the three convex metric spaces, we present three
figures: the first and second figures show the values of the states
for the fully connected and simply connected communication
topologies, while the third figure depicts an upper bound on
the normalized value of the maximum of the distances between
the agents’ states, that is the quantities ηi,j(t). Our focus is on
showing that the vector of distances converge to zero and that
the states converge to the same value.
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Fig. 2. Randomized Gossip Algorithm on R: (a) the values of the states in the
fully connected topology; (b) the values of the states in the simply connected
topology; (c) (upper bounds on the) maximum of the distances between the
states of the agents.

The Fig. 2(a)–(c) present numerical simulations of the gossip
algorithm in the case of real numbers. The initial conditions
are uniformly distributed in [−5, 5]. Fig. 3(a)–(c) show the be-
havior of the generalized randomized gossip algorithm applied
on the collection of compact, convex sets. The initial values of
the states are polytope approximations of circles with radiuses
uniformly chosen from the interval [0.8, 4.8] and number of

Fig. 3. Randomized Gossip Algorithm on Compact, Convex Sets: (a) the
values of the states in the fully connected topology; (b) the values of the states
in the simply connected topology; (c) (upper bounds on the) maximum of the
distances between the states of the agents.

edges uniformly picked from the set {3, . . . , 7}. Simulation
results of the randomized gossip algorithm applied on a discrete
set of numbers are depicted in Fig. 4(a)–(c), in which the initial
conditions are uniformly chosen from the set {0, 1, . . . , 10}.
Note that since the distance on this space is defined as an
expectation, the convergence speed of the distances between
agents is actual lower than the converge speed of a realization
of the algorithm shown in Fig. 4(a)–(b).

As expected, in all three examples the agents converge to
the same value and the distances between the states of the
agents converge to zero, as well. In addition, since in the fully
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Fig. 4. Randomized Gossip Algorithm on Discrete Finite Sets: (a) the values
of the states in the fully connected topology; (b) the values of the states in
the simply connected topology; (c) (upper bounds on the) maximum of the
distances between the states of the agents.

connected case the agents have the chance to interact with
many more other agents, the convergence rate is higher. For
executing the numerical simulation of the gossip algorithm on
compact, convex sets, we used the Multi-Parametric toolbox
[7] that provides efficient numerical algorithms for computing
Minkowski sums of convex sets.

VIII. CONCLUSIONS

In this paper, we analyzed the convergence properties of
a generalized randomized gossip algorithm acting on convex
metric spaces. We gave convergence results in the almost sure
and the rth mean sense for the distances between the states of
the agents. Under specific assumptions on the communication
topology, we computed estimates of the rate of convergence
for the first and second moments of the distances between the
agents, explicitly. Additionally, we introduced instances of the
generalized gossip algorithm for three particular convex metric
spaces and presented numerical simulations of the algorithm.
These examples show how seemingly unrelated algorithms
can be put under a single umbrella: they are all instances of
a generalized consensus algorithm defined on convex metric
spaces. Since consensus algorithms are used as underlying tools
for many distributed computation problems, this generalized
framework may help with solving such problems, when they
are formulated on topological structures that go beyond the
standard Euclidean vector spaces.
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[24] S. V. Raković, I. Matei, and J. S. Baras, “Reachability analysis for linear
discrete time set-dynamics driven by random convex compact sets,” in Proc.
IEEE 51st Annu. Conf. Decision Control (CDC), 2012, pp. 4751–4756.

[25] W. Ren and R. W. Beard, “Consensus seeking in multi-agents systems
under dynamically changing interaction topologies,” IEEE Trans. Autom.
Control, vol. 50, no. 5, pp. 655–661, May 2005.

[26] A. Tahbaz Salehi and A. Jadbabaie, “Necessary and sufficient condi-
tions for consensus over random networks,” IEEE Trans. Autom. Control,
vol. 53, no. 3, pp. 791–795, Apr. 2008.

[27] A. Tahbaz Salehi and A. Jadbabaie, “Consensus over ergodic stationary
graph processes,” IEEE Trans. Autom. Control, vol. 55, no. 1, pp. 225–
230, Jan. 2010.

[28] R. Scheneider, Convex Bodies: The Brunn-Minkowski Theory.
Cambridge, U.K.: Cambridge University Press, 1993.

[29] D. Shah, “Gossip algorithms,” Found. Trends Netw., vol. 3, no. 1, pp. 1–
125, 2008.

[30] B. K. Sharma and C. L. Dewangan, “Fixed point theorem in convex metric
space,” Novi Sad J. Mathemat., vol. 25, no. 1, pp. 9–18, 1995.

[31] W. Takahashi, “A convexity in metric mpace and non-expansive map-
pings i,” Kodai Math. Sem. Rep., vol. 22, pp. 142–149, 1970.

[32] J. N. Tsitsiklis, “Problems in Decentralized Decision Making and Com-
putation,” Ph.D. dissertation, Dept. Electr. Eng., MIT, Cambridge, MA,
Nov. 1984.

[33] J. N. Tsitsiklis, D. P. Bertsekas, and M. Athans, “Distributed asyn-
chronous deterministic and stochastic gradient optimization algorithms,”
IEEE Trans. Autom. Control, vol. 31, no. 9, pp. 803–812, Sep. 1986.

Ion Matei received the B.S. degree in electrical
engineering (with highest distinction) and the M.S.
degree in electrical engineering from the Politehn-
nica University, Bucharest, Romania, in 2002 and
2003, respectively, and the M.S. and Ph.D. degrees in
electrical engineering from the University of Mary-
land at College Park, in 2009 and 2010, respectively.

He is currently a Research Scientist in the System
Sciences Laboratory at Palo Alto Research Center
(PARC), Palo Alto, CA. Prior to joining PARC,
he was a Research Scientist with the Institute for

Systems Research at the University of Maryland, College Park, and a Guest
Researcher at the National Institute of Standards and Technology (NIST),
Gaithersburg, MD. As part of the Systems Engineering group at NIST, he con-
tributed to the development of standards for modeling cyber-physical systems,
with emphasis on representation of hybrid dynamical systems. His research
interests revolve around modeling and analysis of complex dynamical systems.
His early research focused on designing and analyzing distributed algorithms
for optimization, estimation and control for multi-agent systems. In his most
recent work, he focuses on reliability and diagnosis studies for cyber-physical
systems. He published over 40 peer-reviewed articles and papers in leading
journals and conferences in control, optimization, and signal processing.

Christoforos Somarakis received the B.S. degree in
electrical engineering from the National Technical
University of Athens, Athens, Greece, in 2007 and
the M.S. degree in applied mathematics from the
University of Maryland at College Park, in 2012.
He is currently pursing the Ph.D. degree in the
applied mathematics and scientific computation pro-
gram of the Mathematics Department, University of
Maryland, College Park.

He works as a Research Assistant in the Institute
for Systems Research, University of Maryland at

College Park.

John S. Baras (F’84–LF’13) received the diploma in
electrical and mechanical engineering (with highest
distinction) from the National Technical University
of Athens, Athens, Greece, in 1970, and the M.S.
and Ph.D. degrees in applied mathematics from Har-
vard University, Cambridge, MA, in 1971 and 1973,
respectively.

Since 1973, he has been with the Department of
Electrical and Computer Engineering, University of
Maryland at College Park, where he is currently
a Professor, member of the Applied Mathematics,

Statistics and Scientific Computation Program Faculty, and Affiliate Professor
in the Fischell Department of Bioengineering and the Department of Mechan-
ical Engineering. From 1985 to 1991, he was the Founding Director of the
Institute for Systems Research (ISR) (one of the first six NSF Engineering
Research Centers). In February 1990, he was appointed to the Lockheed Martin
Chair in Systems Engineering. Since 1991, he has been the Director of the
Maryland Center for Hybrid Networks (HYNET), which he co-founded. He
has held visiting research scholar positions with Stanford, MIT, Harvard, the
Institute National de Reserche en Informatique et en Automatique (INRIA),
the University of California at Berkeley, Linkoping University, and the Royal
Institute of Technology (KTH) in Sweden. He has been the initial architect
and continuing innovator of the pioneering the M.S. on Systems Engineering
program of the ISR. His research interests include control, communication, and
computing systems. He holds eight patents and has four more pending.

Dr. Baras has received numerous awards, including: the 1980 George S.
Axelby Award of the IEEE Control Systems Society; the 1978, 1983, and 1993
Alan Berman Research Publication Awards from the NRL; the 1991, 1994,
and 2008 Outstanding Invention of the Year Awards from the University of
Maryland; the 1998 Mancur Olson Research Achievement Award, from the
University of Maryland at College Park; the 2002 and 2008 Best Paper Awards
at the 23rd and 26th Army Science Conferences; the 2004 Best Paper Award
at the Wireless Security Conference WISE04; the 2007 IEEE Communications
Society Leonard G. Abraham Prize in the Field of Communication Systems; the
2008 IEEE Globecom Best Paper Award for wireless networks; and the 2009
Maryland Innovator of the Year Award. In November 2012, he was honored by
the awards for both the “Principal Investigator with Greatest Impact” and for
the “Largest Selling Product” with Hughes Network Systems for HughesNet,
over the last 25 years of operation of the Maryland Industrial Partnerships
Program. These awards recognized Dr. Baras’ pioneering invention, prototyp-
ing, demonstration, and help with commercialization of Internet protocols and
services over satellites in 1994, which created a new industry serving tens of
millions worldwide. In 2014, he was awarded the 2014 Tage Erlander Guest
Professorship by the Swedish Research Council, and a three year (2014–2017)
Hans Fischer Senior Fellowship by the Institute for Advanced Study of the
Technical University of Munich. He is a Fellow of SIAM and a Foreign Member
of the Royal Swedish Academy of Engineering Sciences (IVA).



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues false
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


